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ABSTRACT The proliferation of smart sensor nodes for IoT deployments comes with requirements of
energy efficiency and to fulfil functional requirements, but it also demands a fast time to market. As a result,
we need to facilitate the design of these IoT nodes, while providing the required performance. In this article,
we introduce a design space exploration method focusing on IoT nodes that are data intensive due to the
inherent complexity of their high data volume. The proposed method aims to identify areas of the design
where processing optimisation would have a greater impact on the overall node energy consumption, define
an energy budget for prospective additional tasks in the processing pipeline, and in conclusion evaluate the
optimal node offloading configuration.

INDEX TERMS Intelligence partitioning, IoT, smart sensor, design space exploration, energy efficiency,
smart camera, WSN, DSE.

I. INTRODUCTION
The Internet of Things (IoT) has attracted significant atten-
tion in recent years, resulting in the deployment of a variety of
sensor devices, supported by ubiquitous computing [1]–[4].
The scenarios keep growing, aiming at large scale implemen-
tations such as smart factories, environmental monitoring,
and smart cities, while this continuous expansion requires
optimised utilisation of the components in a Wireless Sensor
Network (WSN). Focusing on the sensor node, we need to
facilitate its deployment for the different scenarios, hence
batteries and energy harvesters are frequently selected as
energy sources. This imposes tight constraints on the energy
consumption of the sensor node, which has to be considered
in the architecture of the WSN for the computational and
communication configurations [5], [6].

In the analysis of IoT sensor nodes, a widely used assump-
tion is that IoT sensor nodes are devices that sense, store and
communicate scalar sensor values. This approach limits the
analysis to simple sensors, such as pressure, temperature or
humidity sensors, leaving out sensors that provide vectors of
data such as sound or vision sensors. Thus, more complex
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sensors require a reevaluation of design constraints in terms
of latency and energy consumption that can result from
analysing the inter-dependencies of the data and processing
complexity.

In a simplistic view of design space exploration (DSE) for
IoT applications, the amount of data produced from the sensor
node depends on both the application requirements and the
sensor configuration. Similarly, the communication is defined
by the protocol and technology chosen, and its characteristics
such as packet size, energy consumption per packet, and com-
munication range. In contrast, the processing requirements
can be defined by many factors such as computational entity
(in-sensor, fog and cloud computing), processing architec-
ture, application requirements, and several other elements.
In an IoT application, communication and processing are
not independent entities, but their configurations affect one
another [7]. Regardless, when analysing and optimising the
node energy efficiency, efforts are mainly focused on either
the communication or the processing component [8]–[10].

Optimisation is a problem that has been present in IoT
design for many years, nonetheless, state-of-the-art research
only focuses on the optimisation of specific scenarios rather
than developing a method for DSE on IoT nodes. The follow-
ing articles [11] and [12] abstract from specific applications
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and address DSE of efficient IoT nodes by providing an anal-
ysis of platforms, design flow and complexities at different
design levels. However, there is a vacuum on DSE meth-
ods that accelerate the design process and time-to-market of
energy efficient IoT nodes. In this article, we introduce a
DSE method, that enables generalisation of the problem by
including optimisation considerations at early design stages.

To provide generalisation, this method relies on high level
estimations about the IoT application to be deployed, such
as the expected data flow between the computational stages,
number of operations for each processing task, energy con-
straints, and communication considerations (communication
range, technology class, etc.). Based on this data we estimate
the node energy consumption for any given CPU that we can
obtain an estimate of the number of clock cycles for FLOPs
and other operations. The results we present in the following
sections are based on the ARM M4 CPU. We begin our
analysis by identifying areas of the design where processing
optimisation would have higher impact on the overall energy
consumption of the sensor node. This is followed by estima-
tions of the energy budget available for any additional tasks,
while the last part of this method evaluates the possibility of
node offloading to other computational entities. Furthermore,
we provide a MATLAB implementation of the presented
method [13]. We have chosen four applications, two based
on traditional image processing and two CNN-based applica-
tions, due to the contrasting nature of their data flow through-
out the processing stages. To summarise, the contributions of
this paper are:
• DSE method for data intensive IoT nodes relying on
processing and communication interaction.

• An energy budgeting method that enables you to esti-
mate the energy consumption available for additional
processing tasks in a given application.

The remainder of this paper is organised as follows.
In Section II we review state-of-the-art DSE methods for
IoT applications, followed by an overview of approaches
towards energy efficient IoT nodes focusing on communica-
tion technologies, processing approaches and data reduction
approaches. This is followed by a description of the theory
andmethod for DSE in data intensive IoT nodes in Section III.
Section V and VI provide the results and discussion of the
method, based on data from several communication tech-
nologies and IoT implementation scenarios. Section VII sum-
marises the conclusions of this article.

II. RELATED WORK
Communication technologies with their capability to adapt
to ever changing market requirements have been one of
the driving forces in the IoT evolution [14]–[16]. In the
last decades, a variety of technologies and protocols have
been developed to meet the requirements of IoT applica-
tions regarding data volume, time criticality, accuracy in
transmission, energy efficiency and other constraints. New
technologies were introduced, as in the case of LPWAN
(Low-Power Wide Area Network) technologies [17]–[19],

providing a large communication range, while operating on
low energy consumption, in contrast to existing cellular tech-
nologies such as GSM, GPRS, HSPA. However, these tech-
nologies have limitations when the data rate requirements
are more than simply scalar sensor data, incurring in much
higher latency compared to other communication technolo-
gies. In such cases, depending on the requirements of the
coverage area, either short-range communications such as
Bluetooth Low Energy 4.2 and 5 (BLE), or cellular technolo-
gies such as LTE Cat.1 and 4 have proven to perform better.
In the range of IoT applications, there are also applications
demanding high data rate communications in time-critical
transfers with high accuracy, while operating in large areas.
An example of this would be Industrial IoT (IIoT) applica-
tions. The introduction of 5G communication with promising
features to meet such requirements raises the expectations
that this technology might become a catalyst in the develop-
ment of IIoT applications.

Looking further into the problem of energy efficient wire-
less sensor nodes, another approach considered relies on
implementing data reduction methods in the sensor data.
Image, video and sound processing are fields that work on
large amounts of data, hence the problem of data reduction
has been present for many decades, developing a variety of
compression algorithms. Current IoT systems take inspira-
tion from such algorithms to provide compressed sensing,
based on the principle that for a sparse signal in a specific
basis, it can be recovered from less random linear mea-
surements compared to its ambient dimension [20], [21].
Compressed sensing has been used in different fields, such
as wireless communication [22], medical imagery [23], cryp-
tography [24], andmanymore, providing high accuracywhile
processing a reduced amount of raw data. Alternatively, adap-
tive sampling can be a helpful method to reduce redundant
data relying on run-time signal variation [25]–[27] or prior
knowledge of the system on expected signal behaviour [28].
For more complex systems with several IoT nodes, data
reduction has been obtained by designing a hierarchicalWire-
less Sensor Network (WSN), where the nodes in more sen-
sitive areas send data more frequently, while the rest sends
data at more sparse intervals, resulting in reduced overall
data traffic [29]. In such networks, also routing of the data
in the network can have a significant impact on the energy
consumption of the node itself [30]. Alternatively to the cases
above, in some scenarios of scalar value sensors with redun-
dant data, e.g. a temperature sensor sampling every second,
data aggregation can be used by recording the data in intervals
of several minutes, and transferring it to the server every
few hours or days. However, this is not always an option,
as in the case of more complex sensor data, where only parts
of the information are useful to the analysis, then filtering of
the information based on a set of criteria is necessary.

The ever growing attention towards autonomous systems
has led to a greater interest in vision and sound systems as
methods of inspection. As mentioned before, their main com-
plexity for energy efficient deployments is the high amounts

VOLUME 9, 2021 65079



I. Shallari et al.: DSE for IoT Node: Trade-Offs in Processing and Communication

of data produced, up to hundreds of megabytes per sec-
ond. An overview of state-of-the-art smart camera systems
shows that in some cases, attention is paid to their processing
architecture in the energy efficient implementation of image
processing tasks in the smart camera node [31]. The aim is
to implement a major part of the image processing pipeline
in the smart camera node itself, while transmitting limited
data to the server or cloud. In other cases, the method of
choice relies on server-based processing of the data, with the
camera node streaming every frame captured [32]. Based on
our previous analysis [33], such approaches are not always the
most energy efficient, due to the trade-off between the com-
munication and processing workload in the overall energy
consumption of the smart camera node. We observed that in
cases where the addition of a few processing tasks resulted
in a significant reduction of the data, the most efficient way
of implementation was to distribute the processing between
the smart camera node and the server. Instead, in cases where
extensive image processing resulted in marginal data reduc-
tion, the energy efficient solution would be to implement
most, or all the image processing tasks in the smart camera
node. This raised the question of how to define how much
energy should be used in the additional processing task to
provide the necessary data reduction. Our method addresses
these issues, providing IoT architects in the DSE stage with
information necessary to support their decision-making pro-
cess, while developing a new IoT deployment. It relies on
current data volume and number of operations to estimate
the node energy consumption and reduce the design space
focusing only on a set of tasks. This data is used to define an
energy budget for additional tasks based on energy constraint
and the expected size of the output data, while in the final step
we evaluate node offloading perspectives.

III. THEORY AND METHOD
In previous work [7], [33] we have introduced intelligence
partitioning as a method that explores the effects of the dis-
tribution of the computational tasks between different com-
putational entities on node energy consumption. Intelligence
partitioning = is a tuple,

=
(
F
)
= {fNode, fFog, fCloud ,

dNode→Fog, dFog→Cloud , dNode→Cloud } (1)

where fNode, fFog, fCloud are the functions allocated to the sen-
sor node, fog entity and cloud server, respectively, and dS→D
designates the amount of data communicated from source S
to destination D.

The energy consumption in a wireless sensor node can be
represented as

EN = Es + Ep(
x∑
j=1

oj,P)+ Ec(d,C) (2)

where EN is the node energy per sample, and its components
Es, Ep and Ec are sensing, processing and communication
energy per sample, respectively. The sensing energy,Es, is not

affected by the processing and communication configuration,
hence we consider it constant. In-node processing targets to
reduce the data captured from the sensor node, according to
an application specific configuration, thus, trading communi-
cation energy, Ec, for processing energy Ep. The processing
energy Ep is dependent on the number of operations o, where
x is the partition point that takes values from 1, . . . , n, and n
is the total number of operations for the given scenario. The
generalised relation between the number of operations, o, and
the data sent d , is such that:

o ↑ ∼ d ↓ (3)

It represents the contrasting relationship between processing
complexity and data amount; the more processing is done in
the processing entity, the less data needs to be communicated

to the downstream processing entity. The sum
x∑
j=1

oj repre-

sents all the operations that will be executed on the smart sen-
sor node, while the remaining operations will be forwarded
to the fog or cloud entity. Another element influencing the
processing energy Ep is P, representing the processing device
of the sensor node. The communication energy is dependent
on the amount of data sent from the node, d , and on the
communication channel used, C .

FIGURE 1. Schematic representation of intelligence partitioning in a set
of tasks, for a given processing and communication technology.

Figure 1 is a schematic representation of Eq. 1, in which
for a given design case, we can partition the processing flow
at several sequential points. o1, . . . , on are the number of
operations for each of the processing tasks in the processing
stream for a given scenario, while dj is the resulting data
volume at partition point j. d1 is the initial sensor data,
while dn represents the final output of implementing all the
scenarios in the sensor node. For each partition point we
consider that all the operations up to the partition point will be
implemented in the smart sensor node, while the remaining
will be processed in another computational entity. There-
fore, the processing energy consumption is the cumulative
energy consumption from implementing all the processing
tasks prior to the partition point in the sensor node, while the
communication is defined by the volume of output data at that
partition point.
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Assume that there is a given energy constraint ε to achieve
a certain battery lifetime, which limits the maximum energy
per sample that can be consumed in the IoT node, i.e. EN ≤ ε.
The energy constraint ε is given by

ε = Ebatt
Tduty
Tlife

(4)

where the Ebat is the energy stored in the battery, Tduty is the
period for processing one sample in the node and Tlife is the
battery lifetime constraint of the targeted system.

To get a reference for how different energy constraints
reflect on battery lifetime for several battery types, we have
applied Eq. 4 on three battery technologies: a button cell
battery (0.63J), a standard AA battery (4.5J) and a larger
D-cell battery (46.8J). Table 1 shows the battery lifetime for
five different energy constraints expressed in the number of
months for three different duty cycles, 1 transfer per minute,
per hour, and per day (1/minute, 1/hour, 1/day).

TABLE 1. Battery lifetime in months versus energy per sample constraints
and duty-cycle/battery size. Only values over 2 months of lifetime are
included.

The DSE method encompasses all the above elements into
a three stage algorithm as described in algorithm 1. This
method relies on a preliminary set of data such as the num-
ber of operations for each task in a given application, and
the inherent data volume of each task, to support decisions
about optimisation efforts and task distribution. Also, the user
would have to define an energy constraint per sample which
would be used in the analysis.

The first part of the algorithm focuses on processing explo-
ration, based on an estimate of the node energy consump-
tion for the ARM M4. After calculating the processing and
communication energy consumption for different task parti-
tioning configurations, it analyses the trade-off between the
processing and communication energy consumption, identi-
fying tasks where optimisation efforts would have a major
impact on the overall node energy consumption. The fol-
lowing stage evaluates the possibility of introducing new
tasks in the processing pipeline, and defining the process-
ing energy consumption available for the prospective tasks.

Algorithm 1 Design Space Exploration Algorithm
User input: ε, o, d .
Result: Processing exploration
// Identify design areas where processing optimisation
would have a major effect.
task_no = 2;
max_ratio = 0;
while task_no ≤ n do

energy_ratio = Ep(otask_no)−Ep(otask_no−1)
Ec(otask_no−Ec(otask_no−1))

;
if energy_ratio > max_ratio then

max_ratio = energy_ratio;
position = task_no;

end
task_no++;

end
Output: position.
Result: Energy budget for adding tasks to the processing

pipeline
for i← 1 to new_tasks_pool do

if EN > ε then
E ′p = (Ec(dε)− Ec(d ′))− (EN − ε)− Es;

else
E ′p = (Ec(d ′)− Ec(d));

end
end
Output: E ′p.
Result: Node offloading with intelligence partitioning
min_en = 100;
for i← 1 to n do

if EN < min_en then
min_en = EN ;
partition_position = i;

end
end
Output: min_en, partition_position.

This is derived from the difference in communication energy
consumption due to prospective data reduction, alongside its
interaction with the energy constraint. Figure 2 represents
two cases where the introduction of an additional processing
task, that we assume would be reducing its input data volume,
would be affecting the energy efficiency of the smart sensor
node. In case (1), for an expected data reduction from d0 to d1,
we can implement the additional processing task only if the
processing energy required for it is not more than the com-
munication energy reduction due to data reduction. Instead,
in case (2), we start from an energy level beyond the energy
constraint, which does not allow the implementation of the
overall application as it is. As a result, the additional process-
ing task could enable its implementation in this given energy
constraint, but only if the processing and sensing energy con-
sumption is not more than the communication energy reduc-
tion due to data reduction from dε to d1. In the last stage of the
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FIGURE 2. Illustration of information reduction for increased battery life
(case 1) and to meet the energy constraint (case 2).

algorithm we analyse node offloading possibilities and their
inherent energy consumption, to define the optimal partition
for the given application.

IV. COMMUNICATION MODEL
In previous work [7], we have analysed the effects of pro-
cessing and communication energy consumption on the over-
all energy efficiency of the sensor node, with the results
underlining the importance of the choice of communica-
tion technology in the overall optimal configuration. Hence,
in this DSE analysis we have included nine communication
technologies, representing themain three communication cat-
egories, as shown in Table 2. To estimate the energy consump-
tion for each technology and for the resulting data volume
at each partition point, we relied on the model by Krug and
O’Nils [34].

TABLE 2. Communication technologies included in the analysis of this
DSE method.

The relation between data rate requirements and the com-
munication technology type, is significant for in the over-
all energy consumption of the sensor node. Communication
technologies have been optimised for different aspects of the
communication parameters, especially the data rate capacity.
The plots in Fig. 3 show the variation in the communication
energy consumption as we increase the data rate requirement
per sample.

The communication range can be an important criteria
in the selection of a communication technology for an IoT
application, and the plots in Fig. 3 represent the three commu-
nication groups in Table 2. If we consider a communication
range of less than 1 kilometer, it would be represented byBLE
5.0 and 802.11n from the LAN group, and by 802.15.4 from

the IoT group. For data volumes below 10 000 Bytes/sample,
the three communication technologies have 1 to 3 orders of
magnitude difference in energy consumption. In contrast, for
data volumes above 30 000 Bytes/sample, the gap in energy
performance between the communication technologies is sig-
nificantly smaller, and the difference between 802.15.4 and
802.11n is about 2×, and their difference with BLE 5.0 is
about 10×. Overall, for short-range communication, BLE
5.0 is the most energy efficient technology. The IoT group
includes all remaining communication technologies, repre-
senting a communication range of over 1 kilometer. For data
volumes of 0-50 Bytes/sample, NB-IoT, HSPA, LTE C. 1,
and LTE C. 4 have comparable performance, while for
higher data volumes, the energy performance of NB-IoT,
similarly to LoRa, deteriorates significantly, with up to two
orders of magnitude higher energy consumption. For data
volumes beyond 1 000 Bytes/sample, LTE C. 4 has the
best energy performance in its group. GPRS and LoRa are
the worst performing technologies with respect to energy
efficiency for all data volumes. In a comparison of their
performance, for data volumes of up to 10 Bytes/sample,
there is a difference of one order of magnitude. As the data
volume increases, this difference grows significantly, with
beyond 4 orders of magnitude difference for data volumes
above 1 000 Bytes/sample.

Analysing the same plots from the data rate requirement
perspective, we can note that for the region with data volumes
of up to 50 Bytes/sample the variation in energy consumption
is less than one order ofmagnitude, with the exception of BLE
5.0. As the data volume increases, the difference in energy
consumption becomes more noticeable, with LoRa, GPRS
and NB-IoT providing the worst performance, while HSPA,
LTE C. 1 and 802.15.4 provide similar performance. For
data volumes beyond 10 000 Bytes/sample, the energy con-
sumption gap between 802.11n and BLE 5 is reduced from
3 orders of magnitude for lower data volumes, down to less
than 1 order of magnitude. Therefore, for data volumes higher
than 10 000 Bytes/sample, the most energy efficient com-
munication technologies are 802.11n, LTE Cat.4 and BLE 5.
However, if we consider the communication range, the latter
technology has the best performance in short range com-
munications, while for long range communication, the best
performance is achieved with LTE C. 4. In the meantime,
LoRa has the worst energy performance in all sample sizes,
while also providing a communication range much greater
than the remaining technologies.

Another aspect of interest is to analyse the effects between
processing and communication in terms of the overall node
energy consumption. The following analysis is based on the
plots in Fig. 4–7 resulting from the design cases and com-
munication technologies described above. The dotted lines
denoted by #1 − #5 represent energy constraints referred
to in Table 1, and the remaining dotted curves represent
the communication energy consumption, where the different
communication technologies are colour coded. Each column
of data points represents a partition in the image processing
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FIGURE 3. Communication energy consumption per sample, with the energy constraints according to Table 1.

FIGURE 4. Energy consumption per operation for the data volume at each partition point in the people counting scenario.

pipelines considered in these examples, and to facilitate visu-
alisation we have numbered each of these partition points.
Partition 1 represents the case where no processing is done
in the smart sensor node, a frame is captured and then
transferred to the cloud server processing unit using one of

the communication technologies. The final partition point
represents the case where all the processing is done in the
sensor node and only the final results are transferred to the
cloud server processing unit. For each partition point, the data
points are represented by several circle data points and a
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single downward triangle; the difference between them is that
the former (the circles) represent the overall energy consump-
tion at the node for that partition point as a result of processing
and communication energy consumption, while the latter (the
downward triangles) represent only the processing energy
consumption.

V. RESULTS
The analysis of this DSE method is based on four design
examples: two traditional image processing systems, and
two CNN-based systems. This choice is motivated by the
significant differences in data flow and processing require-
ments between the two classes, which subsequently affect
design considerations. In our analysis we consider each image
processing stage as a possible partition point, and Table 3
shows the intermediate data size at each processing stage,
constituting the data volume at each partition point.

TABLE 3. Data flow in Bytes between the computational stages in design
examples based on traditional image processing (1. people counting, 2.
particle detection) and CNN algorithms (3. AlexNet, 4. VGGNet 16).

A. TRADITIONAL IMAGE PROCESSING SYSTEMS
The first design case we analyse is the people counting sce-
nario in Fig. 4, relying on four partitioning points (1)-(4).
Partition (1), due to highest data rate requirements of the
partitions, is more sensitive in the trade-off between commu-
nication technology and energy constraint. In this partition,
LoRa and GPRS do not fulfil any of the energy constraints,
while none of the other communication technologies fulfils
energy constraint #1 in any of the partition points. Through-
out all partition points, the LAN communication technolo-
gies (BLE 5.0 and 802.11n) are the most energy efficient
options.

The particle detection scenario has much higher data rate
requirements compared to the people counting scenario, and
this is reflected in higher limitations from the communication
technologies. For the first partition point, communication
technologies in the IoT group, together with GPRS and HSPA
do not meet any of the energy constraints. The most energy
efficient performance is provided by the LAN communica-
tion technologies, while none of the partition configurations
can operate under energy constraint #1. Partition (2) with
BLE 5.0 communication provides the highest energy effi-
ciency of all configurations.

B. CNN-BASED SYSTEMS
CNN-processing systems have a different complexity in
IoT deployments compared to traditional image processing
systems, mainly due to more demanding processing require-
ments, higher data volumes, and a variation of the interme-
diate data volumes that is not continuously decreasing with
additional processing. We begin our analysis with AlexNet
in Fig. 6, where for the given energy constraints, we can note
that Lora, GPRS, NB-IoT and LTE C. 1 cannot support any
of the resulting data volumes from the partition points. The
remaining communication technologies meet energy con-
straint #5, while for the first partition only BLE 5.0 and
802.11n meet energy constraint #4. Of all the partitions,
at partition (1) we obtain the most energy efficient combi-
nation with BLE 5.0 communication.

The last design case is VGGNet 16 in Fig. 7, where
the data flow is different compared to the other scenarios
due to the significant increment in the intermediate data
produced between the nine partition points, alongside the
higher computational complexity. BLE 5.0 and 802.11n are
the only communication technologies that can be used for
both partition (1) and (2), under energy constraints #4 and
#5 respectively, while LTE C. 4, HSPA, 802.15.4 and LTE C.
1 can meet energy constraint #5 for partition (1). Partition (1)
with BLE 5.0 is the most energy efficient partition, meeting
energy constraint #4.

VI. DISCUSSION
In this section we focus on how to use the DSE method to
design an energy efficient IoT node. We provide an anal-
ysis based on the stages depicted in algorithm 1, which
can also be reproduced following the Matlab example [13]
implementation.

A. PROCESSING EXPLORATION
Identifying which areas of the design we should focus opti-
misation efforts on is an important element in DSE. In the
people counting scenario, the difference in processing energy
consumption between partition (1) and (2) is clearly the most
prominent, suggesting that optimisation at partition (2) would
be beneficial for the in-node implementation of the rest of the
design. Considering that partition (2) relies on segmentation
and binary image compression, the latter would be where the
optimisation efforts should focus with hardware implementa-
tion or acceleration. Out of all partitions, partition (2) and (3)
are the most energy efficient options. In the particle detection
scenario we also have a possible optimisation area at partition
(2) related to binary image compression. However, in contrast
to the previous scenario, the most prominent optimisation
point would be at partition (3), where morphology operations
are added. This difference might be due to the significant
difference in image size between the two traditional image
processing scenarios.

In the case of CNN, the highest energy consumption is in
the early convolutional layers, where both the computational
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FIGURE 5. Energy consumption per operation for the data volume at each partition point in the particle detection scenario.

FIGURE 6. Energy consumption per operation for the data volume at each partition point in AlexNet.

requirements and data volume are at their peak. In the case
of AlexNet, due to the trade-off between processing and
communication energy consumption, the areas of interest
for further optimisation would be between partitions (2)-(4)
that represent the first three convolutional layers. Unlike the
other design cases, for VGGNet 16 in partitions (2)-(5) we
have altogether the highest processing energy consumption,
while also the highest data volume, hence the communi-
cation energy consumption is higher than at partition (1).
As a result, this area would not be optimal to partition, but

processing optimisation with hardware acceleration might
provide significant enhancement in the overall node energy
consumption.

The energy consumption estimation for both AlexNet
and VGGNet 16 is done based on an estimate of floating
point operations. However, there has been ongoing research
developing methods that shift from floating point to fixed
point computation in CNNs, while maintaining a good
trade-off in terms of energy versus accuracy. For example,
Jain et al. [48] introduced a fixed point representation with
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error compensation and used it to deploy both AlexNet and
VGGNet 16. Their results showed the improvement in energy
efficiency could be up to 4 times compared to fixed point
operations, while the accuracy loss was less than 0.5% com-
pared to the accuracy with floating point operations. Such
results suggest a possible vertical shift downwards for the
data points related to partitions (2)-(9); however, for the given
design examples, the energy reduction would have to be more
than an order of magnitude for another partition point to be
more energy efficient than partition (1).

B. ENERGY BUDGET FOR ADDITIONAL TASKS
In the people counting scenario, for the partitioning points
at segmentation (2) and morphology (3), we have included
binary image compression in the processing pipeline; instead,
the output of background modelling (1) is an uncompressed
RGB image. Therefore, we need to identify the processing
energy available, alongside the gain in communication energy
due to data reduction, to determine whether it would be
possible to implement a compression algorithm for the given
energy constraints.

The expected data volume after compression would be
more than 100 Bytes, considering that it would be diffi-
cult to achieve a lower data volume than after segmen-
tation and binary image compression altogether by using
only RGB compression. Hence, in this compression range
from 9 000 Bytes down to more than 100 Bytes, we note
that all the communication technologies, with the excep-
tion of LTE C. 4, could shift to new energy levels. In the
case of LTE C. 4, the analogy would be with case 1 in
Fig. 2, where we consider the use of image compression to
provide higher energy efficiency. To achieve this enhance-
ment in the node energy consumption, it would require a
data reduction down to approximately 6 000 Bytes, with
the processing energy consumption being no more than the
difference in communication energy consumption resulting
from data reduction. This approach would provide a more
energy efficient deployment by a margin of approximately
0.002 Joules, while there are a few more aspects that need
to be considered. If we compare the data volume between
the four partition points there is a significant difference,
which is not reflected in the overall energy consumption
amongst these partitions. Hence, defining the optimum parti-
tion for the case with LTE C. 4 would require an evaluation
of how this change in data volume, and subsequently in
channel utilisation (and its inherent costs), would affect the
overall costs of the sensor node, alongside evaluating how
the time-to-development for partition (1) would affect the
costs.

Furthermore, the case of LoRa and GPRS would be in
analogy with case 2, where to implement partition 1 with
LoRa and energy constraint #5, we would need the initial
image to be compressed down to at least 1 200 Bytes, or less,
with the processing energy available resulting in the dif-
ference between the energy constraint, the communication

energy consumption for the compressed image and the
sensing energy consumption. If instead we want to use
image compression in order to meet energy constraint #4,
it would not be possible, considering that the compressed
image would have to be smaller than the output data rate
of partition (2), which is already a compressed binary
image.

Similarly to the people counting scenario, in the parti-
cle detection scenario, partitions (2-4) rely on binary image
compression, while partition (1) is an uncompressed RGB
image. Following the same analysis, the inclusion of image
compression considerations could enable deploying partition
(1) with all the given communication technologies under
energy constraint #5.

In the AlexNet design case, for partition (1) we con-
sider streaming the full frame without image compres-
sion considerations. However, research by for example
Dejean-Servieres et al. [49] shows that JPEG compression by
a factor of 7 can leave the accuracy of the CNN unaffected.
This generates interest in understanding how it would affect
the choice of communication technology, and subsequently
the allocation of the processing tasks between the sensor node
and a cloud server processing unit.

If we consider a theoretical reduction of the image by a
factor of 7, then it would shift the data volume of partition
(1) from 154 587 Bytes down to 22 083 Bytes, which would
be less than the volume of the intermediate data produced at
partitions (2-4). Communication technologies such as LoRa,
GPRS and NB-IoT cannot support the data volume resulting
from partition (1), with or without compression. Instead,
communication technologies such as LTE C. 1, 802.15.4 and
HSPA, in analogy with case 1 in Fig 2, represent the case
where data reduction could improve the energy efficiency
of the smart sensor node, but there is no shift into lower
energy levels, in contrast to the remaining communication
technologies.

Considerations of image compression are also important
from a processing optimisation perspective. Out of the 7 par-
tition points, partitions (2-4) are the ones with the highest
processing complexity, where the processing component pre-
vails in the overall energy consumption, especially for com-
munication technologies such as BLE 5 and 802.11n. This
suggests that optimising an image compression algorithm
could be more beneficial in terms of energy consumption and
less complex compared to optimisation in the convolutional
layers. Similarly to AlexNet, in the case of VGGNet 16,
considering the compression by a factor of 7, the resulting
data volume would be smaller than the volume of the data
output at partition (7).

C. NODE OFFLOADING - INTELLIGENCE PARTITIONING
In the processing exploration stage we analysed the partition
points to identify which cases would be possible to implement
under the given energy constraint, and how they were inter-
laced with variations in communication technology. Based
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FIGURE 7. Energy consumption per operation for the data volume at each partition point in the VGGNet 16.

on these points we proceed with considerations of node
offloading, which we refer to as intelligence partitioning,
because it defines howwe should distribute the computational
workload (intelligence) between the sensor node and a cloud
server processing unit, with the aim of optimising the overall
energy consumption in the sensor node.

The two scenarios from traditional image processing sys-
tems share similarities in the processing tasks, which is later
on reflected in the optimal partition point, which for both of
them is after the segmentation stage at partition (2). Depend-
ing on the deployment requirements in terms of coverage
area, for LAN communications BLE 5 would be optimal, for
cellular it would be LTE C. 4 and for IoT would be 802.15.4.
If we consider cellular communication and their inherent
subscription costs, for the people counting scenario choosing
partition (4) could be more optimal than partition (2), because
at the expense of increasing the overall energy consumption in
the range of 10−5 Joules, it would reduce the communication
from 91 to 4 Bytes/sample.

The discussion about intelligence partitioning is more
complex for the CNN examples, because considerations of
image compression and communication technology require-
ments depending on the scope of the application, would
define the optimum configurations. For both design exam-
ples, based on the data in Fig. 6 and Fig. 7, the overall lowest
energy consumption is obtained for partition (1) with either
BLE 5 or 802.11n. What distinguishes the two scenarios is
the sensitivity that the optimum partition has towards the
chosen communication technology. In the case of AlexNet,
shifting between different communication technologies
shifts the balance, where for technologies such as HSPA,

LTE C. 1 and 802.15.4 the optimum is at partition (2).
Therefore, the inclusion of image compression considerations
might generate a new balance point, with an even better
energy consumption due to the trade-off between processing
and communication energy consumption. In partition (2),
the close proximity between the processing energy consump-
tion and the overall energy consumption for the case with
BLE 5 or 802.11n, shows that for a new partition with com-
pression more energy efficient than partition (2), it would
need to have lower processing energy than the first convo-
lutional layer. In contrast, for VGGNet 16 partition (1) is
clearly the optimal partition point, because for partitions (2-5)
the output data at each convolutional stage is higher than the
initial input frame.

In all design cases we analysed, the focus was on how
the variation in data volumes caused by either the tasks
in the image processing pipeline, or the compression algo-
rithms, would affect the choice of communication technol-
ogy and the reference energy constraint, which thereafter
defined processing considerations. However, another ele-
ment that would affect these considerations would be the
choice of processing device, which in these energy esti-
mates is the ARM M4. The variation in energy consump-
tion inherent to the choice of processing device, would
cause a vertical shift in these energy data points for each
partition, which in itself would not affect the selection of
the optimal partition point. Regardless, this vertical shift in
energy consumption would influence the effects between the
energy constraint and communication energy consumption
in defining the processing energy available for additional
processing.
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TABLE 4. Review of DSE publications.

D. CONTRIBUTION AND COMPARISON OF OUR METHOD
TO OTHER DSE METHODS
In our literature review, we have identified a vacancy in
DSE methods for IoT nodes. As summarised in Table 4,
current DSE methods in embedded systems focus only on
the processing component, addressing issues related to hard-
ware/software partitioning, task allocation in multiprocessor
system on chip (MPSoC), or resource allocation for CNN
computing in embedded systems. Wireless communication
considerations are included only in review articles, where
they identify aspects of interest for further investigation.
In contrast, our DSE method addresses the knowledge gap
related not only to DSE for data intensive IoT nodes, but
it also includes processing and communication interactions
in the DSE method. In addition, it provides an energy bud-
geting approach that can be used when exploring optimisa-
tion or addition of tasks in the processing tasks for a given
application.

VII. CONCLUSION
In this article we present a DSEmethod for data intensive IoT
nodes, which relies on high level estimates such as data flow
and number of operations. Based on considerations of pro-
cessing and communication interaction, this method facili-
tates the analysis of which areas of the designwe should focus
optimisation efforts, howmuch energy would be available for
additional processing, and whether we should implement the
given tasks in the smart sensor node or in the cloud to optimise
its energy consumption. We applied this method on 4 design
cases from traditional and CNN image processing systems,
showing how variations in the energy and communication
constraints would affect design choices. In a comparison of
our DSE method to other methods we underlined the impor-
tance of our method in addressing the knowledge gap in DSE
for IoT nodes.
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