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Abstract

Regarding the needs of low-power, high-performance embedded systems
and the growing computation-intensive applications, the number of comput-
ing resources in a single chip has enormously increased. The current VLSI
technology is able to support such an integration of transistors and add many
computing resources such as CPU, DSP, specific IPs, etc to build a System-
on-Chip (SoC). However, interconnection between resources becomes another
challenging issue which can be raised by using an on-chip interconnection
network or Network-on-Chip (NoC). NoC based communication which allows
pipelined concurrent transmissions of transactions is becoming a dominate
infrastructure for many core computing platforms.

This thesis analyzes and manages both Best Effort (BE) and Guaranteed
Service (GS) communications using analytical performance approaches. As
the first step, the present thesis focuses on the flow control for BE traffic in
NoC. It models BE source rates as the solution to a utility-based optimization
problem which is constrained with link capacities while preserving GS traffic
services requirements at the desired level. Towards this, several utility func-
tions including proportionally-fair, rate-sum, and max-min fair scenarios are
investigated. Moreover, it is worth looking into a scenario in which BE source
rates are determined in favor of minimizing the delay of such traffics. The
presented flow control algorithms solve the proposed optimization problems
determining injection rate in each BE source node.

In the next step, real-time systems with guaranteed service are considered.
Real-time applications require performance guarantees even under worst-case
conditions, i.e. Quality of Service (QoS). Using network calculus, we present
and prove the required propositions for deriving performance metrics and
then apply them to propose formal approaches for the worst-case performance
analysis. The proposed analytical model is used to minimize total cost in the
networks in terms of buffer and delay. To this end, we address several opti-
mization problems and solve them to consider the impact of various objective
functions. We also develop a tool which derives performance metrics for a
given NoC, formulates and solves the considerable optimization problems to
provide an invaluable insight for NoC designers.
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Chapter 1

Introduction

HE scope and direction of this thesis are indicated in this chapter. At first, an
T introduction of NoC structure is considered and communication management
is mentioned as a research challenge. Then, the contributions are presented and
finally the organization of the rest of the thesis is given.

1.1 On-Chip Interconnection Networks

Progresses in deep sub-micron technology have led to integrate hundreds of IP
cores running multiple concurrent processes on a single chip. Although the speed
of elements in such systems becomes faster, the International Technology Roadmap
for Semiconductors (ITRS) illustrates that the wiring delay is growing exponentially
because of the increased capacitance caused by narrow channel width and increased
crosstalk. Therefore, the wiring and consequently communication between cores is
one of the main limiting factors to be concerned.

As shown in Figure 1.1, bus-based architectures and point-to-point communi-
cation methodologies are some prevailing mechanisms for communication between
several cores in System-on-Chip (SoC). However, these architectures have funda-
mentally some limitations in bandwidth, i.e. while the number of components
attached to them is increased, physical capacitance on the wires grows and as a
result its wiring delay grows even further. Therefore, as the number of cores keeps
increasing, neither traditional bus-based nor point-to-point architectures, shown
in Figure 1.1, can provide scalable solutions and satisfy the tight power and per-
formance requirements posed by on-chip communication requirements. This issue
makes significant changes in microprocessor architectures and, consequently, the
current design methodology needs to change from computation-based design to
communication-based design. The concept of Network-on-Chip (NoC) architec-
ture [1] has been proposed as a promising alternative to exceed such a limitation
of communication and overcome such an enormous wiring delay in the complex
on-chip communications.
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a) Shared bus b) point-to-point

Figure 1.1: Bus-based and point-to-point architectures
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Figure 1.2: NoC architecture

The basic concept of NoC comes from the modern computer network evolution
since communications are applied like a network and routers are inserted in between
them as depicted in Figure 1.2 a). In fact, an NoC based multicore consists of mul-
tiple point-to-point links connected via routers. Messages can be relayed from any
source node to any destination node over several links, by making routing decisions
at the routers. In this respect, the switch-based interconnection mechanism shorten
the required wiring, provides a lot of scalability and freedom from the limitation
of complex wiring. The NoC approach can provide large bandwidth with moderate
area overhead, compared to the traditional solutions. Besides scalability, the NoC
approach offers increased reusability of the design.

Network topology in NoCs determines how switches and nodes are connected.
For instance, the topology of network shown in Figure 1.2 a) is a two-dimensional
mesh. Figure 1.2 b) depicts the microarchitecture of a typical router. The router
in a two-dimensional mesh network has five input and output ports corresponding
to the four neighboring directions and the local processing element (PE) port. The
major router components include the buffers, routing logic, VC allocator, switch
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allocators, and the crossbar switch. Most routers in on-chip network are input-
buffered which means that they store packets in buffers only at the input ports.
The following stages constitute the functionality of an on-chip network router:

o Buffer Write (BW): A head flit is first decoded and buffered to its input VC
on arriving at an input port.

o Route Computation (RC): The routing logic performs RC to determine the
output port for the packet. To this end, the head flit indicates the VC that
it belongs to, the VC state is updated, and the next output port is computed
based on routing algorithms.

o Virtual-channel Allocation (VA): the head flit arbitrates for the available VC
on its output port.

o Switch Allocation (SA): the header flit arbitrates for access to its output port.

o Switch Traversal (ST): the flit traverses the crossbar and is transmitted on
the output port.

o Link Traversal (LT): The flit is passed to the next node.

These stages are also known as router pipeline stages because they commonly
implemented and performed based on pipeline techniques to improve overall latency
and throughput in the network.

Routing algorithms select a route among possible paths from source to desti-
nation and are categorized into deterministic/oblivious and adaptive ones. There
has been always a tradeoff between the degree of adaptivity and ease of design
in routing algorithms. For example, the deterministic routing algorithms have no
adaptivity which means they select a fixed route without considering the state of
the network which results in simple design complexity. On the contrary, adaptive
routing algorithms use dynamic information about the network and can make bet-
ter decision in terms of the performance of the network. For instance, channel load
information helps these algorithms to balance load in the network and thus improve
the performance. As the degree of adaptivity in these algorithms is increased, the
flexibility in routing paths and the design complexity are increased.

Switching mechanism in NoCs determines when and how network resources,
such as links and buffers, are allocated and de-allocated to messages as they travel
through the network. There are different types of switching techniques such as
circuit switching, packet switching, and wormhole switching. The switching tech-
nique used in the network affects different performance metrics. For example, circuit
switching reserves network bandwidth for the entire duration of the delivered data
while it ties resources and may cause unnecessary delays. Packet switching needs
large-sized buffers as it stores entire packets in a switch. By contrast, wormhole
switching requires smaller buffer size while it reduces the ability of interleaving
distinct messages over a physical channel which leads to less channel utilization.
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Flow control mechanism determines how to handle the situation in which a
message traversing the network needs to compete with other messages to acquire
network resources. The implementation of the routing, switching, flow control, and
router pipeline will exert influence on the efficiency at which buffers and links are
used and thus overall network latency and throughput [2].

Regarding minimizing the implementation cost in on-chip networks, it is impor-
tant to reduce area overhead. As buffers take a significant portion of the silicon
area in NoCs [3, 4] buffer size in routers should be carefully minimized. On the
other hand, the reduction of the buffer space in routers may cause the poor perfor-
mance of the network. Moreover, the uniform distribution of buffer spaces is widely
used by designers due to its simplicity. However, it may result in using unnecessary
buffer space (silicon area) and low performance in the network. The present thesis
addresses some of the issues in this subject.

1.2 QoS-aware Communication Management: A Major
Research Challenge in NoC

Although the benefits of on-chip networks are considerable, numerous research chal-
lenges are presented to reach their full potential. As understood of [5], one of the
major research problems in NoC design is QoS-aware communication management
led to performance modeling and optimization in the network. To address this chal-
lenge, it is important to have a good analysis of the traffic communications, system
requirements, and network metrics. This has also a huge impact on design costs,
power, and performance. At this point, communication bandwidth and network
latency are the key performance metrics, while area, power, and reliability are the
key cost metrics.

Communications can be managed as offline by making optimal design decisions
such as finding a sufficient configuration of buffers, optimal arbitration policy, op-
timal network topology, and appropriate traffic shaping through static flow regula-
tion/control or as online decision making by flow control mechanisms and dynamic
regulation with online feedback information in the case of run-time communication
management.

While sharing resources results in increased overall performance and scalability,
it also leads to unpredictable delays per individual flow. This nondeterminism can
substantially degrade the overall performance in applications with real-time dead-
lines. Therefore, a daunting challenge faced by NoC designers is how to efficiently
use the shared resources such as links and routers to encounter requirements of
various applications and how to analyze deterministic bounds for communication
delay and throughput. Providing QoS is considered to be a critical problem for
applications executing on embedded multicore systems [6]. Contention in shared
resources affects performance and QoS significantly. While this subject has been
studied recently in Chip Multi-Processor (CMP) architectures, the same subject
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exists in SoC architectures, which is even more severe due to the interference of
shared resources between programmable cores and fixed-function IP blocks.

1.3 Contributions

The focus of the present thesis is on the resource constrained communication man-
agement, with the aim of minimizing the network cost or maximizing network
utilization while preserving the required QoS. The author has studied performance
analysis and optimization of NoC communications and proposed techniques to sup-
port QoS, for both BE and GS traffic flows. Contributions in this thesis are divided
into the following categories:

1. Communication management for BE traffic flows

Flow control based on different optimization scenarios
o Contribution: A framework to provide QoS with the following ob-
jective functions:
— Maximizing throughput
— Providing fairness
— Minimizing total BE traffic delays

2. Communication management for real-time systems with guaranteed services

a) Flow regulation and performance analysis without Virtual Channel (VC)
sharing

o Contribution: Propose flow regulation and define regulation spec-
trum as a means to control delay and backlog bounds. Also, an-
alytical models to derive worst-case delay and backlog bounds are
defined.

b) Performance analysis of flows with VC sharing in network based on ag-
gregate scheduling.

o Contribution: Propose analytical models for different resource shar-
ing scenarios, classify and analyze flow interference patterns, propose
and prove required theorems and finally derive per-flow worst-case
delay bounds.

¢) Design optimization based on analytical performance models
o Contribution: Define and solve optimization problems based on ana-

lytical models with the aim of minimizing the network delay bounds.

More features and discussions concerning problems and contributions are de-
scribed in Chapter 3.
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1.4 Thesis Organization

The present thesis consists of two main parts: a general introduction and discussion
in Part I and a collection of papers in Part II. The remainder of Part I is organized
as follows. Chapter 2 reviews the most significant related works and backgrounds.
The contributions are elaborated in Chapter 3. Chapter 4 gives the conclusions
and highlight directions for future work.

The collection of papers in Part II includes 10 conference proceedings, 2 journal
papers and 2 submitted journal papers.



Chapter 2

Background and Related Works

HE context of this chapter includes five sections. The first section considers

the importance of quality of service and the possible approaches for providing

it. Flow control as one of these approaches is described in the nest section. The

third section is devoted to the NoC performance evaluation. The next section

introduces the basics of network calculus and reviews some related works using

network calculus theory. The final section introduces most significant optimization
concepts and represents different categories of optimization problems.

2.1 Quality-of-Service (QoS)

QoS is particularly very important for communications with special requirements,
such as communications for audio conversations or even for applications with stricter
service demands.

The on-chip networks provide scalability and support for parallel transactions.
The computational power of these architectures enables the simultaneous execution
of several applications, with different time constraints. Therefore, it is expected that
various applications such as real-time and multimedia, and computation-intensive
algorithms such as video encoding and decoding algorithms, speech recognition, and
3D gaming, will be supported on a NoC environment. In this respect, NoC should be
able to provide various levels of support for these applications. It must be also able
to guarantee a timely exchange of data packets for a real-time application. On the
other hand, as the number of applications executing simultaneously increases, the
performance of such applications may be affected due to resources sharing. In this
respect, applications can experience large latency fluctuations for packet delivery
because of network congestion. Such variability and non-determinacy result in
degradation of overall application performance which is not obviously acceptable
for applications with real-time deadlines.

To ensure applications requirements are met, mechanisms are necessary for en-
suring proper isolation. As the NoC is one of the main shared components in
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NoC-based MPSoCs, meeting communication requirements of applications is a cru-
cial aspect of QoS mechanisms in these systems. QoS metrics includes delay, delay
variation (jitter), throughput, error rate, and the rate of packet loss etc [7]. In fact,
QoS specification can be expressed by performance metrics and can be categorized
by worst-case bounds, average values, and percentiles etc.

A significant number of existing studies in this subject have developed mecha-
nisms to provide delay and throughput guarantees. In [8], authors propose Time-
division-multiplexing (TDM) circuit-switching to guarantee bandwidth and latency.
Nostrum NoC [9] creates virtual circuits and defines containers to provide band-
width guarantee. In SonicsMX [10], authors insert interval markers for acquiring
bandwidth and providing soft guarantees on minimum bandwidth and maximum
delay. Authors in [11] and [12] offer efficient throughput guarantees. In [13], authors
investigate end-to-end delay and packet loss as QoS metrics to quantify buffering
requirements and packet switching techniques in NoC nodes. A QoS-aware routing
algorithm proposed in [14] partially adapts with the traffic congestion for meeting
different QoS requirements such as average delay and jitter. Authors in [15] inte-
grate the QoS and error control schemes considering latency, jitter, error rate etc.
The present thesis particularly investigates throughput and delay as QoS parame-
ters.

Since over half of research studies are devoted to timing aspects [16], there is
a need for research into NoCs to provide deterministic bounds for communication
delay and throughput. In NoCs, QoS mechanisms concerning timing guarantees
are commonly handled by following approaches:

¢ One possible solution to this problem is to add some redundant links, nodes
and buffers to over-dimension the network. The network employs these links
when congested.

¢ Another possible solution is reserving resources like VCs with a mechanism of
resource allocation between different traffic flows [17], [18], [19], [20], [9]. For
instance, some links can be reserved for real-time applications to guarantee a
timely delivery of data packets from source node to destination node.

Both solutions are able to raise the latency problem but increase the cost and power
consumption in the network.

e A cost-efficient solution is to provide multiple priority levels to the data traf-
fic, which can be supported within the network such that the urgent traffic
can have a higher priority than the regular traffic [21], [22], [23], [24]. To
transmit the data packet for a real-time application in time, either some links
are reserved for real-time data or priority-based scheduling is implemented.
However, without appropriate scheduling algorithms in such systems, a data
packet belonging to a lower priority application may be starved. Methods to
safeguard global fairness to network hot spots have been proposed in [11].
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¢ Finally, QoS-aware communication management is another solution for pro-
viding QoS in NoCs. This provides a QoS framework for managing traf-
fic communications by allocating a certain amount of resources to each flow
and/or shaping traffic flows. The framework may be modeled statically by
making optimal design decisions such as finding optimal arbitration policy
and static flow regulation or dynamically by flow control mechanisms and
dynamic flow regulation with online feedback information.

QoS-aware flow control algorithms have been proposed to avoid the spikes in
delay by regulating traffic at the NI and to ensure fairness [25], [26], [27], [28].

2.2 Flow Control

Flow control determines how to handle the situation in which a traffic flow travers-
ing the network needs to compete with other flows to acquire network resources,
such as channel bandwidth and buffer capacity. Such control mechanisms try to
avoid resource starvation and congestion in the network by regulating traffic flows
which compete for shared resources. The majority of flow control presented in the
NoC domain relies on switch-to-switch or end-to-end mechanisms.

2.2.1 Switch-to-switch flow control mechanisms

Switch-to-switch flow control mechanisms exchange control signals between the
neighboring routers to regulate the traffic flow locally [29], [30], [31], [32] [33], [34].
The switch-to-switch flow control can be categorized into credit based, on-off, ACK-
/NAK, and handshaking signal based mechanisms

o Credit based flow control: In this mechanism, the count of data transfers is
kept by an upstream node, and therefore the available free slots are termed
as credits. A credit is sent back when the transmitted data packet is either
consumed or further transmitted. Authors in [35] and [36] use credit based
flow control in QNoC.

e On-off based flow control: Credit based flow control requires upstream signal-
ing for every flit, while on- off based flow control decreases upstream signaling.
Off signal is sent when the number of free buffers falls below threshold F,¢
and On signal is sent when the number of free buffers rises above threshold
Fon.

o ACK/NACK protocol: This technique keeps a copy of a data flit in a buffer.
Once an ACK signal is received, the flit is deleted from the buffer and if a
NACK signal is asserted then the flit is scheduled for retransmission. Authors
in [37], [38], and [39], use this mechanism in XPIPES implementation.

e Handshaking signal based flow control: This mechanism sends a VALID signal
whenever a sender transmits any flit. The receiver consumes the data flit
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and then acknowledges by asserting a VALID signal. In [40], authors use
handshaking signals in their SOCIN NoC implementation.

Since switch-to-switch approaches do not need explicit communication of control
information between source and destination, they have a small communication over-
head. However, they do not regulate the actual packet injection rate directly at the
traffic source level. Indeed, these approaches rely on a backpressure mechanism in
which the availability of the buffers in the downstream routers is propagated to the
traffic sources. Consequently, before the traffic sources get congestion information,
the packets generated in the meantime can seriously congest the network.

Several works have been presented to overcome this issue. In [41], a predictive
flow control algorithm for on-chip networks is proposed in which each router predicts
the buffer occupancy to sense congestion. This scheme controls the packet injection
rate and regulates the number of packets in the network. This works tries to reach
the simplicity of the switch-to-switch algorithms, while controlling the source nodes
similar to the end-to-end algorithms. In [42], link utilization is used as a congestion
measure and a prediction-based controller determines the source rates. Dyad [3]
controls the congestion by switching from deterministic to adaptive routing when
the NoC faces congestion. However, the method cannot guarantee that congestion
is resolved since the alternative paths may also be congested.

2.2.2 End-to-end flow control mechanisms

End-to-end flow control mechanisms regulate the packet injection rate at the source
nodes in order to conserve the number of packets in the network. Flow control is
well studied for data networks [43]- [46]. A wide variety of flow control mechanisms
in data network belongs to the class of end-to-end control schemes which is mainly
based on the window-based scheme like TCP/IP. In window-based mechanisms, a
source node can only send a limited number of packets before the previously sent
packets are removed from the network. In this respect, routers and intermediate
nodes avoid the network from congestion by dropping packets deterministically (as
in DropTail) or randomly (as in RED). Therefore, sent packets are subject to loss
and the network must aim to providing an acknowledgement mechanism. One
limitation of end-to-end control mechanisms is the large overhead incurred when
sending the feedback information [46]. Moreover, the unpredictable delay in the
feedback loop can cause unstable behavior as the link capacities increase [47].
Compared to off-chip networks, on-chip networks pose different challenges. The
reliability of on-chip wires and more effective link-level flow-control allows NoCs to
be lossless. Therefore, there is no need to utilize an acknowledgment mechanism like
what exists in off-chip networks and researchers face to a slightly different concept
of flow control. The work presented in [48] employs the end-to-end flow control
for guaranteed service along with the basic link-level control in on-chip networks.
Authors in [49] present a comparison of the overhead of flow control algorithms.
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2.3 NoC Performance Evaluation

The NoC designers should be aware of performance requirements and cost con-
straints to have enough for the choice of design parameters. They must also be
able to provide a framework for dynamic and static resource allocations in order to
meet the QoS requirements of different applications. Therefore, they need to derive
an accurate and fast performance evaluation regarding different configurations ex-
ploring the design space. As network performance evaluations are highly dependent
on the traffic patterns variation, a first step towards understanding and unraveling
network performance related issues is how to model traffic flows in the network.
Workloads are usually simulated and there are different ways to do that such as
reading traces from files; generating synthetic traffic on the fly; running applica-
tion programs in a system simulator; etc. Section 2.3.1 categorizes and discusses
different workloads.

2.3.1 NoC Workloads

To evaluate an NoC design it is necessary to investigate workload models that can
have significant impact on network performance. Several types of traffic patterns
are discussed as follows:

« Execution-driven workload:

Traffic patterns are generated by running the intended applications on the
platform. Consequently, both the processor cores and the NoC infrastructure
are modeled in the traffic pattern. As execution-driven workload emulates the
processors in addition to the NoC itself, it is the most accurate and appro-
priate traffic pattern to use. However, requires a full-system implementation
and suffers from long evaluation time.

¢ Trace-driven workload:

In this kind of workload, only the network model are evaluated and processor
core are considered as a "black-box" that only generates packets according to
the collected trace. This workload can be an efficient alternative to execution-
driven workload under realistic applications.

The major drawback of these two kinds of workload is that the achievement
of a complete coverage of all the expected traffic is very difficult and complex
because the number of benchmarks is limited. Moreover, the simulation time
is long such that it cannot be used in the optimization loop [50] [51].

e Synthetic workloads

Due to complexity of developing and controlling of trace-driven workloads,
synthetic workloads are used frequently in NoCs simulation. Besides of sim-
plicity to design and manipulate, synthetic workloads can help analyze and
characterize NoC applications. They can also be used to generate new traffic
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Figure 2.1: Bit-reversal distribution

traces with features that are not covered by existing applications. Among
different types of synthetic models, statistical and arrival curve-constrained
traffic models are described as follows.

— Statistical Traffic Models
Due to high versatility of statistical traffic models, they can be used to
carefully design synthetic workloads employing statistical approaches.
There are two major parameters generated by this type of traffic models
including packet length distributions and temporal distribution. The
temporal distribution refers to the distribution of inter-arrival time of
packets; such as Periodic process and Poisson process. In a Periodic
process, the packets inter-arrival times are fixed and known while Poisson
process incorporates fluctuations in the inter-arrival times based on the
exponential distribution.
Other parameters, such as spatial distribution, routes, etc., are of less
importance. The spatial distribution represents the distribution of the
destination of packets in the network. Several common examples of spa-
tial distributions used in NoC are uniform, transpose, bit-reversal, and
shuffle traffic patterns [51]. Figure 2.1 shows a bit-reversal distribution
in the 8 x 8 mesh topology as an example.
NoC performance evaluations are predominantly based on the Poisson
traffic characteristics [52], namely, the packet inter-arrival times and the
packet service time at each router are exponentially distributed. Al-
though recent researches have demonstrated these assumptions may not
hold for some NoC applications [53-55] and Poisson model is not able to
model all significant features in this network, it is still one of the most
widely used traffic model in NoCs.

— Arrival Curve-constrained Traffic Models

To speed up time-to-market, computation and communication are devel-
oped separately and concurrently. Therefore, the communication plat-
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form is developed without sufficient traffic knowledge. In this respect,
it is very important to be able to analyze and evaluate network commu-
nication performance with various traffic patterns extensively so as to
make the right design decisions.

Network Calculus is a generic theory conceived to derive upper bounds on
network traversal times. This theory is able to model all traffic patterns
with bounds defined by arrival curves. In this respect, designers can
capture some dynamic features of the network based on shapes of the
traffic flows [56]. The concept of arrival curve is defined as below.

Definition 1. Arrival Curve [57]: Given a wide-sense increasing func-
tion « defined for ¢ > 0 , we say that a flow R is constrained by « if and
only if for all s <t¢: R(t) — R(s) < a(t — s).

We say that R has a as an arrival curve, or also that R is a-smooth.
Note that the condition is over a set of overlapping intervals, as Figure
2.2 illustrates.

In this respect, network calculus-based analytical models employ arrival
curves constraining traffic workloads to compute upper bounds.

NoC performance models are categorized into analytical-based and simulation-

based models.

2.3.2 Simulation-based Models

SoC designs are becoming increasingly complex with time and have tight constraints
in terms of performance, cost, energy consumption, dependability, flexibility, secu-
rity, etc. In order to be sure that design of such a complex SoC device is truly
correct, it is logical to early simulate the design beforehand implementation be-
cause the implementation of the billion transistors early and then discovering out
a design problem would be very disastrous. A simulation tool should be able to
explore the architectural design space quickly, evaluate a design of the network ar-
chitecture with a variety of regular traffic models and application-oriented traffic,
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and estimate design quality in terms of performance, cost, power and reliability etc.
Overall, simulators are applicable for following purposes:

o Evaluation of various hardware designs without implementing costly hardware
systems.

o Making opportunities for evaluating non-existing components or systems.

¢ Estimating design metrics including performance parameters. Simulators are
able to generate a large set of performance data by a single execution.

e Debugging before implementing the system. Once an error is detected in
a real system, it typically needs re-booting and re-running the code or the
design to re-produce the problems while some simulators are able to run code
backward by a controlled environment to debug the design.

Currently a few public simulation tool exists to aid NoC designers to make the
decision. Table 2.1 briefly introduces some of existing open-source (code available)
NoC simulators.

The present thesis particularly employs Booksim to validate the proposed ana-
lytical models.

2.3.3 Analytical Models

Simulation tools are commonly used to explore the design space for the estimation
of performance metrics. Although simulators are flexible and provide highly accu-
rate estimations, due to complexity of modern SoCs, it is a very time consuming
process that can hardly be used during the iterative exploration phase of the design.
The non-linear behaviour of system performance makes the process even harder es-
pecially for estimation of worst-case performance metrics. Moreover, simulators are
not scalable with the network size since they increase the computational complexity
of performance metrics estimation in larger systems.

For these reasons, analytical models are proposed as an alternative approach
for efficient and reasonably accurate performance evaluations. Analytical models
promise a fast evaluation of performance metrics that allows for a larger design
space to be explored. They can provide a clear relationship between inputs and
outputs and other design parameters in the network. They can make it possible
to understand the effects of these parameters on the performance of a system.
Analytical models provide a perfectly general insight of a system, but some small
details may be not well represented because they often use simplifications which
their impact should be considered carefully. When the analytical techniques are
too abstract and distant from reality or too complex to find a solution, simulation
results are used to evaluate performance in the system.

Regarding application requirements, analytical techniques for both the average
[69] and the worst-case [70, 71] performance metrics are needed to be employed.
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Table 2.1: The list of some open-source NoC simulators

Simulator Framework | Characteristics
Booksim [58], ot Topo: 2D mesh, torus, trees, etc.;
Stanford University Traffic: uniform, transpose, etc.;

Topo: k-ary n-cube & arbitrary
topological extensions; Routing;:

NoCsim [59], SystemC source-based, dynamic & multicast;
Texas A&M University ystem Flow control: dynamic & static;
Switching mechanism: packet
switched
Nostrum NoC Simulation Topo: 2D mesh, torus; Flow control:
Environment (NNSE) [60], KTH | SystemC | wormhole routing and reflection
Royal Institute of Technology routing; No parallelism;
Noxim [61], SvstemC Topo: 2D mesh; Traffic: random,
University of Catania ystem transpose, etc.;

Topo: different topologies such as 2D
mesh & torus; Routing: different
CH++ routing algorithms; Traffic: built-in;
Power: Ebit, Orion 1; No multiple
VCs support;

Worm__Sim [62],
Carnegie Mellon University

gpNoCsim [63], Bangladesh
University of Engineering Java Topo: All; No parallelism;
and Technology (BUET)

Xmulator [64], IPM School
of Computer Science & C+#
Sharif University of Technology

Topo: 2D mesh, torus; Routing: XY,

Nirgam [65], adaptive OE, source routing; No

University of Southampton SystemC parallelism; Switching mechanism:
wormbhole;

DARSIM [66] C++ Topo: All; Support parallelism;
SICOSYS [67], - .
University [of ]Cantabria, Spain C++ Topo: limited; No parallelism;
TOPAZ [68], it Derived from SICOSYS; 50K lines
University of Cantabria, Spain of code; Support parallelism;

2.3.3.1 Average-case performance models (Best Effort
Communications)

For applications with Best Effort (BE) communications, designers aim in providing
the highest performance at a given cost, which is maximizing the average-case
performance metrics under the design constraints. These applications may have
soft real-time requirements, non-time-critical requirements, which must normally
be satisfied, but can sporadically be disregarded at cost of a small decrease in
quality of the output, like audible or visual artifacts in an audio or video stream.
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To design a more efficient system, the average execution time of the application is
concerned in performance analysis. A variety of mathematical approaches are used
for modeling the average-case performance in NoC such as the queuing-theory-based
models [69, 72, 73]. Queuing approaches often use probability distributions like
Poisson to model traffic in the network while Poisson distribution used in queuing
model is not appropriate for characterizing traffic patterns in NoC applications
because it is not able to model all significant features in this network. Queuing
theory generally evaluate average quantities of metrics in an equilibrium state and
characterizing their transient behavior is a very difficult problem for this approach.

2.3.3.2 Worst-case performance models (Guaranteed Service
Communications)

Many NoC applications have real-time constraints on traffic flows, which means
they have strict requirements on communication latency and bandwidth and need
guaranteed QoS to delivery packets. In real-time systems with Guaranteed Service
(GS) communications, the design goal is to provide a minimum level of perfor-
mance at the lowest possible cost. In such systems, it is very important to evaluate
worst-case delay bounds and guarantee that tasks will always be finished before the
predetermined deadline. Different analytical approaches proposed for deriving the
delay bounds in NoCs include dataflow analysis, schedulability analysis, Real-Time
Bound (RTB) formulation, and network calculus.

Dataflow analysis is a deterministic approach based on graph theory in which
the pattern of communication among cores and switches are deterministic and pre-
defined [74]. To capture dynamic behavior, it must be used with restricted models
such as DDF. In fact, the expressiveness is typically traded off against analyzability
and implementation efficiency in this analytical approach.

Schedulability analysis is a mathematical formalism for analyzing the timing
properties in real-time systems. In this respect, a set of tasks, their worst-case exe-
cution time, and a scheduling policy are given as inputs and the model determines
whether these tasks can be scheduled such that deadline misses never occur [69].
Compared to the other mathematical formalisms, this approach uses simpler event
models and consequently the performance model is easily extracted with less accu-
racy.

Real-Time Bound (RTB) formulation [70] is inspired by schedulability analysis
and derives delay bounds when all the intermediate buffers along the path of the
target flow are full, and the target flow loses arbitration at all routers against the
contention flows [75, 76].

Network calculus is a mathematical framework for deriving worst-case bounds on
maximum latency, backlog, and minimum throughput in network-based systems. It
is a promising method for analyzing performance guarantees and considering quality
of service in the network. This theory can characterize all traffic patterns and some
dynamic features of the network based on defined arrival curves and shapes of the
traffic flows [77]. It is also able to abstract many scheduling algorithms and arrival
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classes as multiplexed arrival flows at a single queue by service curves. The service
curves through a network can be convolved as a single service curve. Hence a
multi-node network analysis can be simplified to a single-node analysis. Regarding
these two features, network calculus can analyze many scheduling algorithms and
arrival classes over a multi-node network in a uniform framework while most of other
analytical methods separately model different combination of them [78]. This thesis
applies network calculus to present formal approaches for QoS analysis in network-
based SoC communication.

In [79], authors have surveyed four popular mathematical formalisms -dataflow
analysis, schedulability analysis, queueing theory, and network calculus- along with
their applications in NoCs. They have also reviewed strengths and weaknesses of
each technique and its suitability for a specific purpose.

2.4 Network Calculus Theory

Since the thesis applies network calculus theory to propose worst-case analytical
models, this section recapitulates the concepts from network calculus [57] which
are relevant for this thesis and looks into some related works based on this theory.

2.4.1 Basic Concepts of Network Calculus

Network calculus [57] is a theory dealing with queueing type problems encountered
in computer networks, with particular focus on quality of service guarantee analysis.
It gives a theoretical framework for worst-case performance analysis in deterministic
queueing systems and is able to express and analyze constraints imposed by the
network components such as link capacity, traffic shapers (e.g. leaky buckets),
congestion control, and background traffic.

Assuming a system consists of an input, a transfer function and an output, the
input is an abstraction of the traffic flow and the transfer function is an abstrac-
tion of the scheduling. The input and transfer function are referred to as arrival
curve and service curve, respectively. Network calculus can also be used to express
departure function as well as arrival and service curves.

A key difference of network calculus to conventional system theory is using the
min-plus algebra in which addition and multiplication are replaced by minimum
and addition, respectively. The reason to switch to min-plus algebra is that it is
able to preserve linearity by transforming complex non-linear queueing systems into
analytically tractable linear systems.

In min-plus algebra, A denotes the infimum or, when it exists, the minimum,
fANg = min(f,g); V denotes the supremum or, when it exists, the maximum,
fVg=maz(f,g); + is the "multiplication" operation. It can be verified that min-
plus algebra has similar properties as the conventional algebra such as the closure
property, associativity, commutativity, and distributivity.
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Figure 2.3: TSPEC arrival curve

As in conventional system theory, a key operation in network calculus is the
min-plus convolution. The min-plus convolution, denoted by ®, and the min-plus
deconvolution denoted by @, are respectively defined as:

(f@g)t) =infocs<e {f(t —5) +g(s)}
(f @ 9)(t) = sups>o {f(t + ) —g(s)}

where f,g € F and F is the set of wide-sense increasing functions.

Arrival curve and service curve are the most significant concepts in network
calculus. As defined in Section 2.3.1, an arrival curve denotes the largest amount
of traffic allowed to be sent in a given time interval.

Since the arrival curve defines a bound on the arrival traffic, it can be considered
as an abstraction of the traffic regulation algorithm. Leaky Bucket (Token Bucket)
[80] is the most common regulation algorithm which its arrival curve is defined
as a(t) = o+ pt for ¢ > 0; where o and p are the burstiness and average rate,
respectively. Thus, the long-term rate is p and at most ¢ data units can be sent at
once. This arrival curve only considers the average behavior of traffic and no peak
behavior is modeled.

To model both the average and peak behavior of flows, the present thesis em-
ploys Traffic SPECification (TSPEC). With TSPEC, a traffic flow is characterized
as a(t) = min(L + pt,o + pt); where L is the maximum transfer size, p the peak
rate (p > p), o the burstiness (o > L), and p the average rate. As shown in Fig.
2.3, a(t) = L+ptift < 0; a(t) = o+ pt, otherwise. This arrival curve is an abstract
of a Dual Leaky Bucket.

A service curve defines a bound on the service provided by network elements
such as links, routers, and regulators in order to present an abstract model for their
behavior.

Definition 2. Service Curve [57]: Consider a system S and a flow through S with
input and output functions R and R*, respectively. We say that S offers to the
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A prominent service model is the rate-latency function Sgr = R[t—T]*, which
means that Sgr = R(t —T) if t > T; Brr = 0, otherwise. In this definition, R is
the minimum service rate and T' the maximum processing delay.

We then introduce the backlog and delay bounds which are two basic bounds of
network calculus.

Theorem 1. (Backlog Bound [57]). Assume a flow, constrained by arrival curve
a, traverses a system that offers a service curve of 8, the backlog R(t) — R*(t) for

all t satisfies: R(t) — R*(t) < sups>oa(s) — B(s).
Proof. The proof can be found in [57]. O

The theorem says that the backlog is bounded by the vertical deviation between
the arrival and service curves.

Theorem 2. (Delay Bound [57]). Assume a flow, constrained by arrival curve
traverses a system that offers a service curve of 3, the delay d(t) for all t satisfies:
d(t) < h(a, B).

where h(a, B) is the supremum of all values of 6(s) and 6(s) =inf{r > 0: a(s) <
B(s+7)}.

Proof. The proof can be found in [57]. O

The theorem says that the delay is bounded by h(a, $) which is the horizontal
deviation between the arrival and service curves. Figure 2.4 shows bounds for
TSPEC flow served by a latency-rate server.
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2.4.2 Network-calculus-based Models for Deriving Upper Delay
Bounds

In [81], authors evaluate performance and cost metrics, such as latency, energy con-
sumption, and area requirements by using a proposed analytical approach based on
network calculus. They apply their proposed model for different topologies includ-
ing 2D mesh, spidergon, and WK-recursive and show that WK-recursive outper-
forms two other topologies in all considered metrics. Although this model considers
trade-offs between different metrics, it is very simple and is not accurate since it
does not analyze virtual channel effects and cannot model all interferences between
flows sharing a resource in the network.

There are different works which evaluate performance metrics in networks em-
ploying aggregate scheduling and are able to model virtual channel impacts and
analyze more accurate models for different resource sharing scenarios. Such an-
alytical models are particularly challenging because of their complexity as there
has been always a scalable tradeoff between accuracy and ease of analysis in NC-
based models. Aggregate scheduling arises for various network infrastructures such
as internet and NoC. The Differentiated Services (DiffServ) [82] is an example of
an aggregate scheduling-based architecture in the Internet. The authors in [83]
present a survey on this subject. The analytical method proposed in [84] obtains a
closed-form delay bound for a generic network configuration under the fluid model
assumption. To look into the influence of packetization, the method is extended
in [85]. Although these models can derive sufficient bounds in a generic network
configuration, they only work for small utilization factors.

Authors in [86] compare network calculus and the trajectory approaches on a
real avionics AFDX configuration and shows that the trajectory approach computes
tighter upper bounds compared to network calculus. However, delay bounds derived
from network calculus are calculated by the summation of per-node delay bounds,
expectedly resulting in a loose total delay bound.

There are different works which compute delay bound through network calculus
in feed-forward networks under arbitrary multiplexing [87-89]. Authors in [89] aim
to derive the worst-case end-to-end delay bound for a target flow in any feed-forward
network under blind multiplexing, with concave arrival curves and convex service
curves. They present a first algorithm for this problem. However, since it is a
difficult (NP-hard) problem, the paper shows some cases, such as tandem networks
with cross-traffic interfering along intervals of servers, in which the complexity
becomes polynomial. [90] improves the proposed method in [89] to consider networks
with a fixed priority service policy. Authors in this work try to take into account the
pay multiplexing only once (PMOO) phenomenon. These works consider networks
with arbitrary or blind multiplexing in which there is no assumption about service
policy while an explicit assumption on multiplexing scheme, like FIFO, results in
tighter bounds.

A related stream of works is concerned to the proposed methodology in [91-
93]. Authors in these works calculate delay bounds in tandem networks of rate-
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latency nodes traversed by leaky bucket shaped flows in the FIFO order. They
also implement algorithms employed in their methodology and present them as a
tool called DEBORAH. These works deal with networks only in tandem or sink
trees and are not able to compute end-to-end delay in a generic topology. All
aforementioned works compute delay bound considering only average behavior of
flows and not peak behavior, which arrives at less accurate bounds.

In [94], it is assumed that each server is shared by two flows and the authors
try to model shaping for an end-to-end delay under such a system. They shape
an applicative token bucket ~,; by the bit-rate of the link Ar, which lead to a
two-slopes affine arrival curve. This arrival curve is similar to one models double
leaky bucket and considers traffic peak behavior. However, the paper investigates
a simple type of nested contention in a simple topology consists of a sequence of
rate-latency servers shared by two flows with a FIFO policy. Moreover, as stated
in their paper, the proposed model is incomplete since they model only the shaping
on the considering flow, not on the interfering ones when computing the worst-case
traversal time of a flow. That is why they entitled their own paper as "half-modeling
of shaping'".

All reviewed works in the subject of aggregate scheduling propose a methodology
for deriving delay bounds in off-chip networks of different nature but not on-chip
networks. The analytical models are very close to the reality of the system in on-
chip networks. As an example, a router in on-chip networks can be modeled in pure
hardware which means the micro-architecture is feasible for analysis. Therefore,
network calculus can analyze more accurate models in on-chip networks. Authors
in [95] propose a network-calculus based approach for modeling flow control and
resource sharing and analyzing per-flow communication delay bounds in wormhole
networks. They then extend their analytical models under strict priority queueing
in [96] and compare it with weighted round robin scheduling in terms of the service
behavior. Like most of reviewed works, [95] and [96] do not deal with peak behavior
of flows, which results in less accurate bounds. Besides analysis of deterministic
performance bounds, authors in [97] analyze "soft" performance bounds in NoCs
using stochastic network calculus.

2.5 Optimization Problems

Optimization problems are common in many disciplines and various domains. From
the communication management perspective, there exists a huge search space to
explore at the network, resulting from the high number of nodes in current and
future systems. Thus, designers need to investigate topology, switching, routing
and flow control schemes. They should be also able to support QoS requirements
by optimizing resource allocation and flow characterizations. Moreover, they need
to examine the impact of flow control schemes on performance metrics. Each of
the design parameters also has a number of options to consider. Thus, to design
an efficient on-chip network, besides performance analysis, developing optimization
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problems and making appropriate decisions are of significant importance.

Design decisions are grouped into two categories: architecture-level decisions
such as topology, switching, and routing algorithm; application-level decisions such
as task-to-node mapping, task scheduling, traffic reshaping. Optimization problems
allow designers to investigate the impact of design parameters and performance-
cost tradeoffs among these parameters. Obviously, more accurate tradeoffs can be
made based on more complex decision models.

Commonly, inputs for optimization problems in this subject include both the
architecture specifications A, such as the bandwidth of channels, buffer space, rout-
ing policy, and topology, and application parameters A, such as communications
bandwidth, latency requirements, and traffic specifications. The optimization goals
and constraints reflect different metrics belonging to performance and cost param-
eters. Performance metrics include average/maximum packet latency, bisection
bandwidth, and network throughput; and cost metrics include average/peak ener-
gy/power consumption, network area overhead, total area, average/peak tempera-
ture.

These metrics can be employed as objective functions or constraints defined
as a function of the architecture and application parameters as O(As, A,) and
C(As, Ap), respectively. The general problem is defined as below:

General Problem Description:

Given Architecture specifications A5 and application parameters Ap;
Find A set of decision variables;

Such that the objective function O(A4s, A,) is optimized,

subject to the constraints specified by C(A4s, Ap).

In this formulation, decision variables can include finding an efficient application
mapping to processing cores, statistical traffic parameters (e.g. mean, peak, and
variance), a routing algorithm, a resource allocation strategy (e.g., size of buffers,
bandwidth of channels, etc.), packet injection rates in the network and buffer size
for each channel at each router. O(A,, 4,) and C(As, A,) can be subsets of the
performance and cost metrics. For instance, decision variables can be finding packet
injection rates in each source node and the objective can be minimizing the com-
munication latency, such that the bandwidth constraints for each link are satisfied,
as defined later in Section 3.1. Depending on the cost, constraints, and flexibil-
ity allowed in the design, the optimization problem may have different forms and
solution complexities.

There are so many research studies in various subjects considering optimization
problems to obtain different goals like minimizing power consumption/ packet la-
tency or maximizing throughput under the corresponding constraints. For example,
the authors in [98] present a mapping algorithm to minimize the communication
energy subject to bandwidth and latency constraints. A multi-objective mapping
algorithm for mesh based NoC architectures is presented in [99]. In [100], a genetic
algorithm is proposed to produce a thermally balanced design while minimizing
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Figure 2.5: An example of convex function

the communication cost via placement. The proposed algorithm in [101] minimizes
the overall energy consumption of the system, while guaranteeing the hard dead-
lines imposed on tasks. There are some works which minimize the average distance
traveled by packets in the network, with a constraint on the maximum distance
between any pair of nodes [102-104]. Authors in [105-107] focus on designing a
router to minimize the latency through it while meeting different constraints such
as bandwidth requirements.

As there may exist different solution methods for a specific optimization prob-
lem, it is highly important to find appropriate solution approaches. Depending on
the types of optimization problems, the solution methods or algorithms that can
be used for optimization may find one global optimal solution or near-optimal so-
lutions. Mathematical relationships between the objective and constraints and the
decision variables determine the difficulty of an optimization problem that is going
to be solved. A key issue for solving optimization problems is whether the problem
functions are convex or non-convex. To briefly describe what convexity is, it needs
to introduce basic concepts as follows.

Definition 3. Convex Function [108]: Algebraically, f is convez if, for any x and
y, and any t between 0 and 1, f(tx+ (1 —t)y) < tf(z)+(1—t)f(y). Geometrically,
a function is convez if a line segment drawn from any point (x, f(x)) to another
point (y, f(y)), which is called the chord from x to y, lies on or above the graph of
f, as in Figure 2.5.

Definition 4. Concave Function [108]: A function is concave if —f is convex,
namely, if the chord from x to y lies on or below the graph of f.

It is obvious that linear functions are both convex and concave.

Definition 5. Non-convex Function [108]: A non-convez function is neither convex
nor concave.

A common example is the sine function as depicted in Figure 2.6:

It is very important to note that the bounds on the variables may restrict the
domain of the objective and constraints to a specific region. For instance, the sine
function is convex from —7 to 0, and concave from 0 to +m. If the domain of the
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Figure 2.7: The feasible region in a a) convex and b) nonconvex optimization
problem

objective and constraints is restricted to a region where the functions are convex,
then the overall problem is convex.

Definition 6. Feasible region [108]: In mathematical optimization, a feasible region
of an optimization problem is the intersection of constraint functions, namely, the
set of all possible points that satisfy the constraints.

Definition 7. Convex optimization problem [108]: A convex optimization prob-
lem is a problem in which all constraints are convex functions and the objective
is a convex function if minimizing, or a concave function if maximizing. Linear
programming problems are an example of convex problems.

The feasible region in a convex optimization problem is a convex region, as shown
in Figure 2.7a).

When both objective and feasible region are convex, there is either only one
global optimal solution or no feasible solution to the problem. Convex problems
can be solved efficiently up to very large size. Several methods such as Interior
Point methods can solve convex problems.

Definition 8. Non-convez optimization problem [108]: A non-convex optimization
problem is a problem in which the objective or any of the constraints are non-convex,
as shown in Figure 2.7b).

Non-convex optimization problems may have multiple feasible regions and mul-
tiple locally optimal points within each region. Solution methods for such problems
often find near-optimal solutions since it can take time exponential in the number of
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Figure 2.8: The ice cream cone

variables and constraints to determine a global optimal solution across all feasible
regions.

Optimization problems can be grouped into five categories as follows, arranged
in order of increasing difficulty for the solution methods.

o Linear and Quadratic Programming Problems [108]

In a linear programming (LP) problem the objective and all constraints are
linear functions of the variables. Since all linear functions are convex, LP
problems are also convex.

A quadratic programming (QP) problem is one in which the objective is
quadratic function (may be convex or non-convex) and all of the constraints
are linear functions. It is notable that the convexity of the objective function
makes the QP problem easier to solve. QP problems, like LP problems,
have only one feasible region with "flat faces" on its surface due to the linear
constraints, but the optimal solution may be found anywhere within the region
or on its surface.

¢ Quadratic Constraints and Conic Optimization Problems [108]

Conic optimization problems are a class of convex nonlinear optimization
problems which can be written as an LP plus one or more cone constraints.
A cone constraint specifies that the vector formed by a set of decision variables
is constrained to lie within a closed convex pointed come. A simple type of
closed convex pointed cone is the second order cone (SOC) or "ice cream cone"
which looks like Figure 2.8.

A convex quadratic constraint can be converted to an SOC constraint by
several steps of linear algebra. Consequently, convex quadratic programming
(QP) and quadratically constrained programming (QCP) problems can be
formulated as conic optimization problems.

o Mixed-Integer and Constraint Programming Problems [109] [110]

In a mixed-integer programming (MIP) problem some of the decision variables
are constrained to be integer values at the optimal solution. Since integer
variables make an optimization problem non-convex, it becomes more difficult
to solve it such that solution time may rise exponentially.
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Constraint programming defines "higher-level" constraints that apply to inte-
ger variables. The alldifferent constraint is one of the most common higher-
level constraints in which, for a set of n decision variables, non-repeating
orderings of integers from 1 to n are considered. The traveling salesman
problem is an example of a constraint programming problem. Constraint pro-
gramming problems not only, like mixed-integer programming problems, are
non-convex but also have the extra requirements such as "alldifferent" which
make them even harder to solve.

e Smooth Nonlinear Optimization Problems [111]

In a smooth nonlinear programming (NLP), the objective or at least one of
the constraints is a smooth nonlinear function of the decision variables. A
nonlinear function is smooth where its gradients that are its derivatives with
respect to each decision variable are continuous.

Nonlinear functions may involve variables raised to a power or multiplied or
divided by other variables, or may use transcendental functions such as log,
exp, sine and cosine.

When the objective and all constraints in an NLP problem are convex func-
tions, the problem can be solved efficiently by interior point methods to find
global optimality. In the other hand, if the objective or any constraints are
non-convex, the solution methods can find near-optimal solutions as the prob-
lem may have multiple feasible regions and multiple locally optimal points.

o Non-smooth Optimization Problems [111]

Non-smooth optimization problems (NSP) are the most difficult type of opti-
mization problem to solve. These problems are non-convex and have multiple
feasible regions and multiple locally optimal points. On the other hand, hav-
ing one possible solution in such problems gives very little information about
finding a better solution because some of the functions are non-smooth and
gradient information cannot be used to determine the increasing or decreasing
direction of the function.

Table 2.2 summarizes different categories of optimization problems. This thesis
formulates and solves optimization problems in these categories as stated in the
last column of the table.
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Table 2.2: Categories on optimization problems

Problem Type Convex or Notable solution How optimal is the | Paper
non-convex? methods solution?

Linear and Convex | LP: convex; Simplex method, Global optimal Paper

Quadratic QP: may be Interior Point solution 2,4

Programming convex or method,

Problems non-convex Newton-Barrier

method, Subgradient
method, Projected
Gradient method

Quadratic Convex Specialized Interior Global optimal Paper
Constraints and Point methods, solution 1,3,11
Conic Projected Gradient

Optimization method, Newton’s

Problems method

Mixed-Integer and | Non-convex Branch and Bound, Depends on the Paper
Constraint Genetic and problem size and 15,16
Programming Evolutionary solution method,

Problems algorithms may have global

optimal or local
optimal solutions

Smooth Nonlinear May be No single method is Depends on the Paper
Optimization convex or best for all problems. | convexity of the 8,12
Problems non-convex The most widely problem, may have

used methods, are global optimal or

Interior Point local optimal

methods and solutions.

active-set methods
including the
Generalized Reduced
Gradient (GRG) and
Sequential Quadratic
Programming (SQP)

methods
Non-smooth Non-convex Genetic or Good solutions Paper
Optimization Evolutionary 14

Problems Algorithms







Chapter 3

Contributions

HE Contributions in the present thesis are summarized in this chapter which
T are in the subject of communication management with respect to QoS and
resource constraints for both BE and GS traffic flows in on-chip networks.

Communication management as a critical means of providing QoS in traditional
data networks is a widely studied issue. However, it is still a challenge in on-chip
networks. It is natural to think of NoC’s nodes as competing for available resources.
In this respect, managing communications to satisfy such limited resources to be
in accordance to a specified notion of fairness will be of great concern.

The papers and contributions in this thesis are divided into two main categories
as belows:

o Communication management for BE traffic flows (Papers 1-7 and 11 )

e Communication management for real-time systems with guaranteed service

(Papers 8-10 and 12-14)

The present thesis analyzes BE traffic flows based on average-case performance
metrics while GS connections are modeled based on the worst-case performance
analysis. The author of the thesis is the main contributor to some papers in the
first category and the main contributor to all papers of the second one. Here is a
short list of publications and submissions.

Accepted:

1. M. S. Talebi, F. Jafari, and A. Khonsari, A Novel Flow Control Scheme
for Best Effort Traffic in NoC Based on Source Rate Utility Maximization,
MASCOTS 2007.

2. M. S. Talebi, F. Jafari, A. Khonsari, and M. H. Yaghmaee, A Novel Conges-
tion Control Scheme for Elastic Flows in Network-on-Chip Based on Sum-Rate
Optimization, I[CCSA 2007.

3. M. S. Talebi, F. Jafari, A. Khonsari, and M. H. Yaghmaee, Proportionally-
Fair Best Effort Flow Control in Network-on-Chip Architectures, PMEO 2008.
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4. F. Jafari, M. S. Talebi, A. Khonsari, and M. H. Yaghmaee,A Novel Con-
gestion Control Scheme in Network-on-Chip Based on Best Effort Delay-Sum
Optimization, ISPAN 2008.

5. F. Jafari, M. H. Yaghmaee, M. S. Talebi, and A. Khonsari, Max-Min-Fair
Best Effort Flow Control in Network-on-Chip Architectures, ICCS 2008.

6. F. Jafari and M. H. Yaghmaee, A Novel Flow Control Scheme for Best Effort
Traffics in Network-on-Chip Based on Weighted Mazx-Min-Fairness, IST 2008.

7. F. Jafari, M. S. Talebi, M. H. Yaghmaee, and A. Khonsari, Throughput-
fairness tradeoff in Best Effort flow control for on-chip architectures, PMFEO
20009.

8. F. Jafari, Z. Lu, A. Jantsch, and M. H. Yaghmaee, Optimal Regulation of
Traffic Flows in Network-on-Chip, DATE 2010.

9. F. Jafari, A. Jantsch, and Z. Lu, Output Process of Variable Bit-Rate Flows
in On-Chip Networks Based on Aggregate Scheduling, ICCD 2011.

10. F. Jafari, A. Jantsch, and Z. Lu, Worst-Case Delay Analysis of Variable
Bit-Rate Flows in Network-on-Chip with Aggregate Scheduling, DATE 2012.

11. M. S. Talebi, F. Jafari, A. Khonsari, and M. H. Yaghmaee, Proportionally
Fair Flow Control Mechanism for Best Effort Traffic in Network-on-Chip Ar-
chitectures, International Journal of Parallel, Emergent, and Distributed Sys-
tems (IJPEDS), 2010.

12. F. Jafari, Z. Lu, and A. Jantsch, Buffer Optimization in network-on-Chip
through Flow Regulation, IEEE Transactions on CAD, 2010.

Submitted:

13. F. Jafari, Z. Lu, and A. Jantsch, Least Upper Delay Bound for VBR Flows
in Networks-on-Chip with Virtual Channels, ACM Transactions on Design
Automation of Electronic Systems (TODAES).

14. F. Jafari, A. Jantsch, and Z. Lu, Weighted Round Robin Configuration for
Worst-Case Delay Optimization in Network-on-Chip, IEEE Transactions on
CAD.

3.1 Communication management for BE traffic flows

The first part focuses on the flow control for the NoCs with best-effort service as
the solution to optimization problems. In on-chip networks, flow control provides
a smooth traffic flow by avoiding packet drop and buffer overflow. The flow control
can also restrict the packet injection to the network to regulate the packet pop-
ulation in the network [28]. This is precisely the main objective of the first part
of the thesis. The present thesis quantitatively measure QoS by consideration of
throughput and delay. The general QoS and congestion control problem defined in
this thesis formulated as below:

Problem Definition
Given a NoC architecture and an application graph
Find packet injection rates in the network;
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Such that network utility is maximized or the network cost is minimized
and QoS/resource constraints are satisfied. For example, the aggregate BE
source rates passing thorough each link [ cannot exceed link capacity ¢;. This
threshold can be further specified as a function of different service classes like
cu,as) and ¢, gy, where c(; pg) represents the portion of the link capacity
which has not been allocated to GS sources.

The emphasis of this part of thesis is on understanding and structuring differ-
ent flow control schemes and considering their specific effects on the network via
definition, description, and proposed solutions of various optimization scenarios.
The present thesis proposes iterative algorithms as the solution to the optimization
problems which have the benefit of low complexity and fast convergence. In order
to have a better insight about the behavior of proposed algorithms, the relative
error with respect to optimal source rates, which is averaged over all active sources,
is calculated. Optimal values are obtained using CVX which is MATLAB toolbox
for solving disciplined convex optimization problems. A synthetic case study in
Paper 11 exhibits less than 10% average relative error just after running about 13
iteration steps of the proposed iterative flow control algorithm and less than 5%
after 20 steps, which confirms the fast convergence of the algorithm.

3.1.1 Utility-Maximization Problem [Paper 1]

In the case of maximizing a network utility, the abovementioned general problem
is called a utility-maximization problem as referred in the economics literature.
There are many options for utility functions with various features and specific
behavior. However, in Paper 1, the general utility function is considered with no
restriction on a specific form. The paper transforms the constrained optimization
problem into an unconstrained one according to the Duality Theory, to reduce the
computational complexity. Then, the dual of the problem is solved using simple
iterative algorithms. In what follows, the effect of other utility functions on the BE
rates and fairness provision is investigated.

o Identity Function [Paper 2]:

The simplest form of the utility function is the Identity Function in which the
utility function is equal to decision variables. Therefore, the objective function
of the optimization problem turns into a sum-rate maximization problem.
Since the constraints of this problem are coupled across the network, it has
to be solved using centralized methods like interior point methods. As such
methods may pose a great overhead on the system; the subgradient method
for constrained optimization problems is used to present an iterative algorithm
with simpler operations. The convergence analysis of the algorithm reveals
that square-summable but not summable stepsizes can lead to lower relative
error compared to constant stepsizes. The experimental results confirm that
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the proposed algorithm converges very fast and the computational overhead
of the congestion control algorithm is small.

Proportional Fairness [Papers 3 and 11]:

One of the famous forms of utility functions is weighted logarithmic which
satisfies proportional fairness in which resources are shared in proportion
to the resource usage of each source. The weight assigned to each source
indicates the priority of that source in resource sharing. The problem is
indirectly solved through its dual using Newton’s method which is led to a
flow control algorithm obtaining optimal BE source rates. The performance
of the proposed algorithm is evaluated in several aspects:

— Investigating the convergence behavior of the algorithm indicates the
significant role of a stepsize on the convergence speed.

— The convergence analysis of the algorithm in a dynamic scenario shows
that the proposed algorithm needs just as few as 20 iteration steps to
move towards the new optimal source rates in a synthetic case study.

— Regarding the effect of weights, experimental results confirm that using
larger weight factors lead to larger rates for corresponding sources while
reduce the rate of some other nodes passing through the same channel.
Moreover, such an asymmetric case adversely influences the speed of
convergence.

Max-Min Fairness [Papers 5 and 6]:

In networks with Max-Min fairness, resources are mainly shared in favor of
weak users. The contribution here is to present a flow control algorithm
which satisfies Max-Min fairness criterion. To solve the proposed optimiza-
tion problem with max-min objective function, it should be converted to a
form of disciplined optimization problems and solved by a simple and famous
algorithm, known as "progressive filling". The effect of max-min fairness on
BE rate allocation is considered by comparing several parameters including
least source rate, sum of source rates, variance of source rates with respect
to mean value, Jain’s fairness index, and min-max ratio in both sum-rate
maximization and max-min fair flow control schemes.

Moreover, the author of the thesis formulates weighted max-min problem
through the analysis of mathematical model and simulation in Paper 6 for
the NoC architecture. To have better insight about the impact of weights,
the experimental results with various weights are obtained and the rate region
for the weighting scheme is introduced and analyzed.

Throughput-Fairness Tradeoff [Paper 7]:

Here, two proposed flow control schemes rate-sum maximization and max-
min fairness are compared and analyzed in terms of tradeoff between conflict-
ing metrics. With a slight abuse in the definition of throughput in lossless
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scenarios, sum-rate maximization scheme is construed as one with the aim
of maximizing throughput in the network and max-min scheme guarantees
max-min fairness among source rates.

Since there is no rate allocation that can satisfy optimal allocation in terms
of both of fairness and throughput, a mechanism for providing a tradeoff be-
tween throughput and fairness metrics is of significant importance. To this
end, the author of the thesis takes into account weight factors in the underly-
ing optimization problems to define tradeoff between conflicting metrics. The
weight assigned to each source determines its priority of rate allocation than
other sources. Paper 7 compares underlying flow control schemes and ana-
lyze the influence of weight factors on both schemes by the same parameters
defined in Paper 6.

3.1.2 Delay-Minimization Problem [Paper 4]

In the case of minimizing the network cost, the defined general problem is converted
into a flow control problem which allocates BE source rates so that to minimize the
sum of delays of all BE traffic flows while maintaining the required QoS. In addition
to satisfying link capacity constraints, the sum of BE source rates must be greater
than a specified threshold which is construed as minimum expected throughput in
the network. The optimization problem is solved using Projected Gradient Method
for constrained problems and analyzed in terms of convergence behavior.

3.1.3 Implementation Aspects

The proposed algorithms can be implemented as a centralized flow control mech-
anism by a centralized controller shown in Figure 3.1. The controller can be set
up as a separate hardware module or a part of the operating system and must be
able to carry out simple mathematical and logical operations needed for running
the algorithms. To communicate the algorithm’s output (source rate information)
to BE sources without delay and loss, a control bus is designed by GS links in
conjunction with all sources with light traffic load.

The proposed algorithms have capability of tracking the dynamic conditions.
If the network traffic is dynamic in the sense that flows may be dynamically cre-
ated or deleted, or cores may dynamically join or leave communication tasks, the
corresponding source node sends control information to the controller through the
control bus and then the algorithm obtains new optimal rates because the addition
or subtraction of a flow from the existing set of flows requires re-computation of
the rates for all involved flows. Then, the controller sends new optimal rates to
corresponding source nodes, if the new value of the rate differs from the previous
one. The proposed iterative algorithms do not need to be rerun from the initial
phase because they are able to track such a dynamic changes and move towards the
new optimal source rates by a few more iteration steps from the previous optimal
point. For instance, Paper 11 looks into the behavior of the proposed flow control
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Figure 3.1: The structure of implementation

algorithm in a dynamic condition through a synthetic case study. It is assumed
that a source node is activated and starts sending data at the iteration step 140 of
the algorithm. The results exhibit that the algorithm can reach the new optimal
source rates just after 20 iteration steps, without restarting from its initial points.
In this respect, the proposed algorithms are well enough in a time-varying environ-
ment with real-time changes. Control packets are responsible for sending control
information to the controller and rates to source nodes. They are considered as GS
traffic with higher priority than GS data packets to be first served in each node.

3.1.4 Where does the underlying idea come from?

It is worth mentioning that the idea of proposing the flow control algorithms as so-
lutions of optimization problems is inspired by window-based flow control schemes
employed in data networks such as flow control in TCP. In this method, each source
node maintains a window of packets transmitted but not acknowledged. Since pack-
ets in data networks may be lost, destination node should acknowledge the ordered
receipt of them in the current window. After receiving the acknowledgment, the
source node modifies the window size due to the acknowledgment and thereby avoids
the network congestion. Since the source rate during each round trip from source
to destination node is the ratio of the window size to the duration of that trip
(Round Trip Time), window size can be updated by updating the corresponding
rate. Although the proposed flow control algorithms in this section are very similar
to rate update in TCP scheme, they have not devised any window-based trans-
mission and acknowledgment mechanism because the NoC architecture is lossless
and all packets will be delivered successfully in the correct order and therefore no
acknowledgement is needed. To the best of our knowledge, this is the first study
which deals with the flow control problem in NoCs using optimization approaches
and considers policies to maintain fairness among sources.
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3.2 Communication management for real-time systems
with guaranteed service

This part of thesis proposes formal approaches to analyze and guarantee QoS for
real-time systems with guaranteed service, which can be efficiently utilized to rea-
son about delay and backlog bounds of traffic flows. The proposed approaches
apply network calculus to construct an analysis framework. Based on this frame-
work, a contract-based flow regulation is introduced which shapes incoming traffic
according to a contract between a client and the network. This contract defines
traffic specifications which are the maximum transfer size, peak rate, burstiness and
average rate. It also can be used to optimize architectural design decisions such as
buffer sizes, arbitration policies etc.

3.2.1 Flow regulation and Performance analysis regardless of
VC effects (Papers 8 and 12)

The author of the present thesis uses flow regulation to optimize buffers because
buffers are a major source of cost and power consumption [112]. To this end, it is
necessary to first derive per-flow bounds on delay and backlog in order to formulate
optimization problems.

Applying network calculus, it is possible to derive per-flow delay bound and
buffer requirements at each router. Deriving a per-flow delay bound needs an
Equivalent Service Curve (ESC) per entire route while deriving a backlog bound
requires an ESC per router. The total required number of buffers for a flow can be
obtained by summing up the required numbers of buffers at all routers passed by
that flow. Then, three timing-constrained buffer optimization problems are defined
which called as buffer size minimization, buffer variance minimization, and multi-
objective optimization which has both buffer size and variance as minimization
objectives. Minimizing buffer variance is formulated to can reuse IP modules and
design similar switches as far as possible.

The optimization problems are solved by the interior point method. A realistic
case study from Ericsson Radio Systems shows 62.8% reduction of total buffers,
84.3% reduction of total latency, and 94.4% reduction on the sum of variances of
buffers. The experimental results also obtain similar improvements for a synthetic
traffic pattern. The optimization algorithm is enabling of quick exploration in large
design space because of its low run-time complexity.

There are different buffer-dimensioning cases counting on if buffers are finite
or infinite (large enough), and if they are shared or not. The underlying system
model assumes that the number of VCs in each PC is the same as the number of
flows passing through that channel, which means that at most one flow can traverse
through each VC. In other words, there is no buffer sharing in the network which
is a limitation of this work.
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3.2.2 Performance analysis of flows regarding VC effects in
network based on aggregate scheduling (Papers 9, 10, and
13)

The previously presented analysis has assumed one virtual channel per flow. This
limitation is lifted to address routers in which multiple flows can share a VC and
investigate VC effects in the analytical models. To this end, the worst-case per-
formance per flow is analyzed in a FIFO multiplexing and aggregate scheduling
network.

To calculate a tight delay bound per flow, it is necessary to obtain the end-to-end
ESC which the tandem of routers provides to the flow. As required propositions for
calculating performance metrics of traffic characterized with TSPEC and transmit-
ted in the FIFO order and scheduled as aggregate have not been so far represented,
papers 9 and 10 apply network calculus to present and prove the required propo-
sitions under the mentioned system model. Applying these propositions, Paper 13
proposes a formal approach to calculate end-to-end ESC and then delay bound for
a tagged flow in the underlying system. The approach defines two steps which are
intra-router ESC and inter-router ESC and employs the results from these steps to
calculate the end-to-end ESC. Analysis steps are listed as follows:

1. Different resource sharing scenarios, namely, channel sharing, buffer shar-
ing, and channelébuffer sharing, are defined and the corresponding analysis
models are built.

2. Based on these models, the intra-router ESC for an individual flow is derived.

3. Regarding the intra-router ESCs extracted in each router, a mathematical
method based on the algebra of sets is presented to classify and analyze flow
contention patterns which a flow may experience along its routing path.

4. A formal method applies these analytical models to derive inter-router ESC
and in turn end-to-end ESC.

5. Finally, delay bound for the tagged is computed according to the correspond-
ing proposed proposition in paper 10 and the end-to-end ESC calculated for
the tagged flow.

The recursive algorithm presented in paper 13 follows steps described for cal-
culating end-to-end ESC. The thesis author has developed algorithms to automate
the analysis flow.

To validate the approach, the per-flow delay bounds from the analysis are de-
rived for VOPD, as a real-time application, and compared with per-flow observed
maximum delay from detailed simulations. The experimental results exhibit that
the maximum relative error with respect to simulation result is about 12.1% which
verify the accuracy of the proposed approach. It also provides quick per-flow delay
bounds in comparison with detailed simulations. Moreover, compared to previous



models with two parameters, the proposed method improves the accuracy of the
delay bounds up to 46.9% and more than 37% on average over all flows. In the case
of synthetic traffic patterns, the experimental results show similar improvements.

It is worth mentioning that all previously related works in this subject, as re-
viewed in Section 2.4.2, compute delay bounds only for average behavior of flows
without investigating peak behavior, expectedly resulting in a less tight delay
bound. Although the proposed formal method has a good degree of accuracy,
it is limited to networks with buffers being larger than the thresholds determined
in Paper 13.

3.2.3 Design optimization based on analytical performance
models (Paper 14)

In the previous step, the thesis author presumes the routers employ round robin
scheduling to share the link bandwidth. Scheduling policy is a critical aspect to
ensure sufficient bandwidth and avoid starvation. In order to consider the effect of
different scheduling policies, the analysis approach is extended to support weighted
round robin policy in the routers. As different values of weights result in different
per-flow delay bounds, selecting an appropriate set of values plays an important
role in control of the delay bounds in the network.

Since real-time systems need to immediately send data packets, the weights in
WRR policy are optimized such that minimize different functions of delay bounds
subject to performance constraints. Based on extended analytical models, the thesis
defines and formulates two optimization problems, namely, Minimize-Delay and
Multi-objective optimization. Multi-objective optimization minimizes both total
delay bounds and their variances as an objective function. The proposed problems
are solved using genetic algorithm. The thesis author particularly investigates and
compares the optimal solutions from four different methods including Pure Random
Search, Markov Monotonous Search, Adaptive Search, and Genetic Algorithm. A
realistic case study shows 15.4% reduction of total worst-case delays and 40.3%
reduction on the sum of variances of delays when compared with round robin policy.
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Chapter 4

Summary and Outlook

THE findings in the present thesis are briefly concluded in this chapter. The
chapter also suggests related future works.

4.1 Summary

Future MPSoCs have to cope with increasingly QoS demands on NoCs including
nanometer-scale internal components which compete for available communication
resources. Therefore, one of the important questions which should be answered is
how communications can be managed to satisfy QoS requirements. This thesis pre-
sented novel communication management methodologies for both GS and BE traffic
while proposing analytical models for performance evaluation and optimization of
on-chip networks.
The following lists the summary of findings in the present thesis:

e The thesis addressed the problem of flow control for BE traffic as solutions
to optimization problems with different objectives and QoS constraints. The
proposed problems have been solved through mathematical approaches led
to iterative flow control algorithms. The experimental results exhibited the
behavior of the proposed algorithms in static and dynamic conditions and
confirmed their fast convergence. The thesis also looked into the effect of
different objective functions on the BE rates in terms of different features like
fairness and throughput.

e As it is necessary to ensure QoS under worst-case conditions for real-time
systems with guarantee services, this thesis proposed formal approaches for
worst-case performance analysis applying network calculus.

— The author of the thesis derived the analysis procedure of per-flow delay

and backlog bounds to reason about the optimal buffer size under traffic
regulation.
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— The author expanded the analytical approach for a FIFO multiplexing
network with aggregate scheduling taking into account VC sharing in
routers. To this end, we proposed and proved network calculus-based
theorems and then applied them to present analytical models.

— Further extension on the proposed analytical models presented to sup-
port weighted round robin scheduling policy. This makes it possible
to investigate the effect of weights on an efficient resource allocation in
terms of minimizing objective functions of delay bounds.

— The author also automated the analysis steps of the proposed approaches
to be used as a performance evaluation and optimization tool.

4.2 Outlook

e Further extensions on analytical models

The proposed analytical approach has the potential to be extended to more
features like other arbitration policies and routing algorithms. In the case of
arbitration policy, the thesis has focused on the fair arbitration policies while
unfair policies such as priority-based scheduling policies are also important
since application traffic may be classified into different priority classes. The
thesis looks into only deterministic routing algorithm; it is worth developing
the analytical models for adaptive and partially adaptive routings.

e Further optimization opportunities for flow regulation

Future works on the present thesis can be continued to consider further opti-
mization opportunities offered by flow regulation such as optimal arbitration
policy or routing selections. Optimizations for multiple objectives can be in-
vestigated for analyzing tradeoffs and preferences between different network
metrics.

« Mixing of real-time and best-effort traffic

The present thesis considers the management of shared communication fabric
for real time and best-effort traffic, separately. Each of these services has its
own requirements and differs somewhat in purpose. One direction for future
work would be integrating analytical approaches to explicate mixed real-time
and best-effort traffic. As best-effort traffic and non-critical real-time flows
may desire stochastic guarantees, a stochastic regulation with stochastic pa-
rameters gives the ability of better dealing with networks with mixed real-
time and best-effort traffic. Stochastic guarantees can give better utilization
of resources in the network without putting performance at risk.

¢ Dynamic regulation

The present thesis has considered a static flow regulator for traffic flows with
guaranteed services. The static regulation may not employ network resources



efficiently. Moreover, it is not sufficient to support traffic dynamism like
when a flow is dynamically created or deleted, or a core may dynamically join
or leave NoC; because these changes cause different bounds for all involved
flows. Thus, another direction for future work would be focusing on dynamic
regulation mechanism with online feedback information.

QoS framework with the analysis of multiple resources sharing

Most existing approaches in the subject of QoS management work well on one
or two individual resources. For example, the works that focus on cache man-
agement ignore contentions in the communication management. Since future
MPSoC is expected to have architectures with tens of heterogeneous agents
sharing cache, bandwidth and memory simultaneously, a guarantee of one in-
dividual resource is not sufficient to support the overall performance. Thus,
it becomes important to find a QoS framework analyzing multiple resources
sharing and coordinating the management of them.

Large-scale interconnection networks

The thesis has concentrated on small-scale NoCs of a few IP blocks. An in-
teresting idea on this research is providing a general analysis framework for
large-scale interconnection networks with both off-chip and on-chip environ-
ment, each with its own design constraints. Development of a general tool in
this subject can be employed for different kinds of interconnection networks
such as GALS SoCs, data centers, clusters, and supercomputers.
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Abstract—Advances in semiconductor technology, has i
designers to put complex, massively parallel multiprocessor
systems on a single chip. Network on Chip (NoC) that supports
high degree of reusability and scalablity, is a new paradigm for
designing core based System-on-Chip. NoCs provide efficient
communication services to IPs: communication services with
guarantees on throughput and latency (GS) and communication
services with no guarantees on them (BE). However, the run-time
management of communication in NoC, especially congestion
control mechanism is a challenging task. This paper considers a
congestion control scenario which models flow control as a utility-
based optimization problem. Since BE traffic is prone to
congestion, we assume that GS traffic requirements are being
preserved at the desired level and regulate BE source rates with the
solution of the optimization problem. We propose an iterative
algorithm to solve the optimization problem based on Newton’s
method. The proposed algorithm can be implemented by a
centralized controller with low computation and communication
overhead.

Keywords-congestion control; Network-on-Chip; utility-
based optimization; iterative algorithm

1. INTRODUCTION

Network on Chip (NoC) is a new paradigm structure for
designing future System on Chips (SoCs) [1,2], where various
IP resource nodes are connected to the router based square
network of switches using Resource Network Interfaces, and
network is used for packet switched on-chip communication
among cores [3]. A typical NoC architecture will provide a
scalable communication infrastructure for interconnecting
cores. Since the communication infrastructure as well as the
cores from one design can be easily reused for a new product,
NoC provides maximum possibility for reusability. NoC-based
system will be much easily used for design, test and
production. NoCs are efficient communication architectures.
However the run-time management of their communication,
especially congestion avoidance is a challenging task.
Congestion control has been already the subject of research in
the field of NoC. Furthermore, minimizing the network cost
(or maximizing network utility) while maintaining the
required Quality of Service (QoS) is one of the considerable
factors in NoC architecture design.
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NoCs provide two types of communication services to IPs:
Guaranteed Service (GS) and Best-Effort (BE) [4].
Guaranteed Service requires reservation of resources so as to
insure data integrity, lossless and ordered data delivery, while
Best-Effort service does not require any reservation of
resources and no assurance are meant to be given. BE services
are easy to use, while GS services require careful
programming to reserve the required resources in the network

During the past two decades, several strategies for
congestion control have been proposed for data networks [5-
8]. However, this issue for Network-on-Chip systems is still
novel and only a few works exist. [9] has proposed a a flow
control strategy for on-chip networks based on prediction of
future congestion problems by routers. In [10], a controller has
been proposed to determine the appropriate loads for the
Sources with Best Effort traffic. Dyad [11] control the
congestion by employing adaptive routing during congestion
phase.

The aforementioned works in this issue for NoC ([9]-[11])
mainly used prediction-based method to control the flow of
sources which are prone to congestion. In contrast, we have
applied a different approach. In this paper, we model the flow
control as a utility-based maximization problem which is
constrained by link capacities. We assume GS services are
being preserved at the desired level and rate allocation of BE
sources is the main role of the optimization problem. We
mainly adopt the framework provided by [8] for data
networks.

The rest of the paper is organized as follows: in the next
section we present the system model and flow control
problem. In section IIl, we obtain the dual of the optimization
problem that motivates our approach. In Section IV, we solve
the dual problem using Newton's Method present the resultant
congestion control algorithm. The simulation results are given
in section V and finally, section VI concludes the paper.

1. SYSTEM MODEL

Our NoC architecture is based on a two dimensional mesh
topology and wormhole routing. In wormhole networks, each
packet is divided into a sequence of f7is which are transmitted
over physical links one by one in pipeline fashion. A hop-to-
hop credit mechanism assures that a flit is transmitted only
when the receiving port has free space in its input buffer. Our
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%\IOC architecture is lossless, and packets traverse the network
on a shortest path using a deadlock free XY routing [3].

High performance wormhole based interconnect systems
often include virtual channels (VCs) which increase NoC
throughput. Furthermore, virtual channels must be included
when links have different capacities to allow the multiplexing
of several slow streams over a high bandwidth link. Flits of
different VCs that contend for the same link bandwidth are
time-multiplexed according to some arbitration policy. Our
architecture employs a simple policy in which flits of the
active outgoing VCs are transmitted in a round-robin manner
over the physical link.

We model the congestion control problem in NoC as the
solution to an optimization problem. To have more
convenience, we turn the aforementioned NoC architecture
into a mathematical model as in [8]. In this respect, we
consider NoC as a network with a set of links L and a set of
sources S. A source consists of Processing Elements (PEs)
and Input/Output ports. Each link [ € L is a set of wires,
busses and channels that are responsible for connecting
different parts of the NoC and has a fixed capacity of ¢,

packets/sec. We also denote the set of sources that share link /
by S(I). Similarly, the set of links that source s passes

through, is denoted by L(s) .

As previously stated, there are two types of traffic in a
NoC: Guaranteed service (GS) and Best Effort (BE) traffic.
For notational convenience, we divide the set of sources, S,
into two parts, each one representing sources with the same
traffic. In this respect, we denote the set of sources with BE
and GS traffic by S, andS,,, respectively. Each link [ is
shared between the two aforementioned traffics. GS sources
will obtain the required amount of the capacity of links and the
remainder should be allocated to BE sources.

Our objective is to choose source rates, z,, of BE traffics

so that to maximize the sum of utilities of all BE traffics.
Hence the maximization problem can be formulated as [8]:

max Z U,(z,) 1

o sE€Spy

subject to:

a4+ Y 2,<¢  VIEL )
s€Spp (1) s€8q5(1)
z, >0 VselSy, 3)
where U, is a positive, concave and strictly increasing

function of source rate. Optimization variables are BE source
rates, i.e. (zg, s € Syy). U, is monotonic and we also assume

s

that the curvatures of U, satisfy the following condition:

U, (z,) >—>0 Vs € Spp (4)

1
Qg
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The constraint (2) states that the sum of BE source rates
passing through link / cannot exceed its free capacity, i.e. the
portion of ¢, which hasn’t been allocated to GS traffic.

U, in the economics literature is referred to as wtility

function, hence problem (1) is called a utility-maximization
problem. There are many choices for utility function with
specific features and behavior. The simplest form of the utility
function is the Identity Function, i.e. U (z,) = z,, for which

the problem (1) turns into a sum-rate maximization. One of the
popular forms of utility functions is logarithmic one, which
satisfy Proportional Fairness [15]. In this paper, we will
consider a general utility function and will not restrict
ourselves to a specific form. The investigation of the features
of popular utility functions on the rates chosen is one of the
directions of our future work.

With the above assumptions, problem (1) is a convex
optimization problem with linear constraints. Hence it admits
a unique maximizer [12][13], i.e. there exists an optimal
source rate vector,z = (z.,5 € S,,) so that to maximize the
sum of utilities in problem (1) while satisfying capacity
constraints.

Although problem (1) is separable among sources, its
constraints will remain coupled across the network. The
coupled natured of such constrained problems, necessitate
usage of centralized methods like interior point methods
which pose great computational overhead onto the system
[12][13].

One way to reduce the computational complexity is to
transform the constrained optimization problem into an
unconstrained one, for which several methods can be used.
According to the Duality Theory [12][13], each convex
optimization problem has a dual whose optimal solution can
lead to the optimal solution of the main problem. In this
respect, the main problem retroactively called Primal
Problem. As the dual problem can be defined in such a way to
be unconstrained, solving the dual is much simpler than the
primal. In the sequel, we will obtain the dual of problem (1)
and solve it using simple iterative algorithms.

For notational convenience, we define:

¢ =¢— E z,

5€8as (1)

Q)

Using the standard optimization methods [12], the
Lagrangian of the problem (1) can be written as:

D

where )\, > 0 is the Lagrange Multiplier associated with
constraint (2) for link /. Usually, ) is called shadow price

[15] for the economic interpretation of its role in solving the
primal problem through dual.

L= Z U,(z,)— Z)‘l

SE€Spp =1

E z, — ¢

s€Sps (1)

(©)



Regarding the Lagrangian of problem (1), the dual
function is defined as [12]:

9(A) = max L(z, A) ™

where A is the vector of positive Lagrange multipliers. Thus
the dual function is given by:

g\ = max Z U,(z,

SE€SpE

)—iA,[

=1

> zs—q]

s€8pg (1)
max Z [Uﬁ(mh) —x, Z A+ i)‘zéz
-, —

s€Spp leL(s)

By Karush-Kuhn-Tucker (KKT) Theorem [12][13], we can
obtain optimal source rates, i.e. = = (z,,5 € S,,). In doing
so, we should find the roots of V,L(z,\) = 0. By taking the
derivative of (6) with respect to z,, we have

®)

or
oz

s s

oU (z,)
LAHCH IR Y
Oz Z) '

= ©
leL(s
Duality theory states that the optimal source rate vector,
z, corresponds to the optimal Lagrange multiplier vector, X"
[12][13]. In other words, if = is a feasible point of the primal
problem and z is primal-optimal, the corresponding A will be
dual-optimal and vice versa. Therefore, at optimality we have

V., L(z,\) way =0 (10)
where 0 is a vector with all zero. From (9), we have
oL oU (x)) .
| L = by
Hence, the optimal source rate is given by
7, —f[Z A;‘] (an
leL(s)

where f is the inverse function of U,whose existence is
guaranteed by monotonicity of U, in strict sense.

Substituting z, into (8) yields

9N (12)

_ Z[U.(zi)zf >

s leL(s

L
TN
=1

where z_ is given by (11).
The dual problem is defined as [13]:
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min g(\) a3’

A>0

The dual problem is always convex regardless of
convexity or non-convexity of the primal problem. Moreover,
the dual problem can be defined to be unconstrained or
constrained with simple constraints. Thus, the primal problem
has been transformed into an unconstrained convex
optimization problem.

Convexity of the primal problem (1) guarantees strong
duality. Thereby the duality gap is zero and solving the dual
problem leads to optimal point of the primal [12]. Since dual
problem is convex, it admits a unique optimum, i.e. a unique
minimizer, which can be obtained using optimization
algorithms. As the dual problem is unconstrained; solving (13)
using search methods is much simpler than the primal.

There exist several methods to search the optimal point of
an unconstrained optimization problem iteratively [12]. One
famous and simple ones is Gradient Projection Method [12]
which uses simple mathematical operations. Another famous
one is Newton Method that has better convergence behavior at
the expense of higher computational complexity [12]. Due to
need for faster convergence, in this paper we use the Newton’s
Method to solve problem (13).

For notational convenience in solving the problem using
the Newton’s Method, in the rest of the paper we may use
matrix notation. To this end, we define Routing matrix, i.e.
R =|[R,],.s » as following:

1
“ o

if s € 9,,(0)

R, .
otherwise

(14

We also define the source rate vector (for BE traffic) and
link capacity vector as z = (z,,s € Sy,) and é = (¢,l € L),
respectively.

III. FLow CONTROL FOR BEST EFFORT SOURCES

In this section, we will solve the dual problem using
Newton’s Method [12] and present a congestion control
mechanism to be run for BE traffic by a controller in NoC
systems.

The Newton’s Method adjusts shadow prices, i.e.
Lagrange multiplier vector, in opposite direction to the scaled
version of gradient of the dual function as follows [12]:

At +1) = (M0 = 1OV g VgrD)] (15)
where A(t+1)=(N(t+1), I€ L), v(t)>0 is a stepsize,
[z]" £ max{z,0} and V°g(\(t)) is the Hessian of g(\).
Since U, is strictly concave, g¢(\) is continuously
differentiable [13], hence Vg()\) exists. Using (14), the [ -th
element of the gradient vector is given by:
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ag(\) _ d « .
=— U/(z,)—z E A
o oy =7 (z,) — =, Y

I€L(s)

+é (16)

Regarding the system model, we have

ZTT z(:) A :Z A Z Tj
1eL(s [

$€Sp (1)
Therefore,

g\ . .
=6 Y« (17)
8)‘1 ] se;“,;(l)

or equivalently in the matrix form

Vg(\)=¢é—Rzx (18)
To obtain the Hessian of g()\), we have

Vg(\) = —RV,x (19)

or equivalently,

P9\ _
ONON,

0 .
- § R, x, 20
N & ksTs (20

Substituting (11) into above equation, yields

2
00 __ 9 sp
aNDN, | ON S

0 X N
——MZRW‘[ZA;]

leL(s)

= —%ZR&J[Z st/\l*] (21)

Using the rule of derivation for inverse function, we have

Defining F(t) as the following
F(t) = diag(=1/U,(x,(t)),s € Syy) (22)
we have

V’g(\) = RF(t)R" (23)

and the update equation is given by:
. +
At+1) = {A(t) — () (RFWR") " (6 - Rm)] 4)

where z,(A(t)) is the approximate of z_ in time .
(18)

The abovementioned update equation necessitates matrix
inversion in each iteration which imposes very large
computational complexity to the system. One remedy to this
problem is to consider the main diagonal elements of the
Hessian and to ignore cross terms. Regarding this
simplification, we only need to calculate the main diagonal

elements of RF(t)R" . By defining

REQRT], ifi=j
S = . (25)
Y 0 otherwise

The update equation using the simplified method can be
rewritten as:

At +1) = [\(t) — () E™(t) (¢ — Ra)]’ (26)

where E(t) is a diagonal matrix and its inverse calculation

poses very light computational load onto the system. It is
worthnoting that (26) admits a very simple scalar form as:

_ _ |
M= MO reRT,

A(t) = @7

6— > J?]

5€555 ()

which in turns implies that the necessary mathematical
operations using the simplified method only involve simple
operations and admit very low computational complexity
overhead.

(11) and (26) together form an iterative algorithm as the
solution to the problem (13) and thereby problem (1). In this
respect, optimal source rates for BE sources can be found
while satisfying capacity constraints and preserving GS traffic
requirements. Thus, the aforementioned algorithm can be used
to control the flow of the BE sources in the NoC. The
aforementioned iterative solution can be addressed in
distributed scenarios. However, due to well-formed structure
of the NoC, we focus on a centralized scheme; we consider a
controller to be mounted in the NoC to implement this
algorithm. The necessary requirement of such a controller is
the ability to accommodate mathematical operations especially
performing matrix inversion as in (11) and (26) and the
allocation of few dedicated links to communicate flow control
information to nodes with a light GS load. We summarize the
proposed algorithm for Best Effort traffic as follows.



Algorithm 1: Congestion Control for BE Traffics in NoC

Initialization:
1. Initialize ¢, of all links.

2. Set link price vector to zero.

Loop:
Do until (max

z,(t +1) — z,(t)] < Error)
1. VI € L : Compute new link prices:

At +1) = [M(t) = v(t)E™(t)(é — Ra)]"

where Y(t) can be selected as () = a/(b +1).

2. Compute new BE source rates as follows

z,(t+1) = (O At +1)

leL(s)
where [ =U(z,)

Output:
C

nodes.

icate BE source rates to the correspondi

Stepsize has an important role on the convergence
behavior of the update equation. There are several choices for
stepsize, each one belonging to a predefined category and
having certain advantages and drawbacks (see [14] and
references herein).

In the family of iterative algorithms for distributed
scenarios, stepsize is usually chosen to be a small enough
constant so that to guarantee the convergence of the algorithm.
Constant stepsize benefits from robustness against propagation
delay and errors in estimation especially in asynchronous

schemes!. However, it mainly suffers from slow convergence
rate. On the contrary, time-varying stepsizes can be adapted to
vary to achieve faster convergence rate. Due to well-formed
structure of the NoC and its unified administration, in this
paper we use a time-varying stepsize. Several categories for
time-varying stepsize exists [14]. In this paper, we focus on a
specific category known as square-summable but not-
summable which satisfy the following conditions [13][14]:

Mt)>0 i (8)
> < o0 29)
S 4(t) = oo (30)

One typical example is of the form ~(t) :a/(b+t),

where a >0
simulations.

and b >0, which we will use in our

' Note that (24) presents a synchronous scheme, and may diverge in
asynchronous cases, e.g. real world conditions with large delays,
etc.
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In this section we examine the proposed congestion control
algorithm, listed above as Algorithm 1, for a typical NoC
architecture. We have simulated a NoC with 4x4 Mesh
topology which consists of 16 nodes communicating using 24
shared bidirectional links; each one has a fixed capacity of 1
Gbps. We assume packets traverse the network on a shortest
path using a deadlock free XY routing. Each packet consists of
500 flits and each flit is 16 bit long.

In order to simulate our scheme, some nodes are
considered to have a Guaranteed Service data (such as
Multimedia, etc.) to be sent to a destination while other nodes,
which maybe in the set of nodes with GS traffic, have a Best
Effort traffic to be sent. As stated in section II, GS sources
will obtain the required amount of the capacity of links and the
remainder should be allocated to BE traffics.

In our simulation we have chosen logarithmic utility functions.
In this respect, for source s, we choose U (z,) = logz, . Such

a utility function satisfies fair conditions among sources and is
said to be Weighted Proportionally-Fair which is an important
property in economics [15]. Due to this property, such utility
functions exhibit fair behavior across all nodes.

On of the most significant issues of our interest, is the
convergence behavior of the source rates. We used two
different scenarios for step-size; both of them are chosen to be
square-summable but not summable. In this regard, step sizes
are chosen as v = 3/ (I+1¢) and v = 1/ (1+t) which satisfy

(28)-(30).

Variation of source rates for some nodes using
aforementioned step sizes are shown in Fig. 1(a)-(b).
Regarding Fig. 1(a), it’s apparent that after about 80 iterations,
all source rates will be in the vicinity of the steady state point
of the algorithm. However, for the second case, Fig. 1(b)
reveals that at least 100 iterations needed to have source rates
in the vicinity of the optimal point. Comparing Fig. 1(a) and
1(b), we realize that the initial value of the step size, directly
influences the rate of convergence.

In order to have a better insight about the algorithm
behavior, the relative error with respect to optimal rates which
averaged over all sources, is also shown in Fig. 2. It is
worthnoting that optimal source rates are obtained using CVX
[16] which is a MATLAB-based software for solving
disciplined convex optimization problems.

V. CONCLUSION AND FUTURE WORK

In this paper we addressed the problem of congestion
control for BE traffic in NoC systems. Congestion control was
considered as the solution to the source rate utility
maximization problem which was solved indirectly through its
dual using Newton’s method. This was led to an iterative
algorithm which can be used to determine optimal BE source
rates and thereby as a means to control the congestion of the
NoC. The algorithm can be implemented by a controller which
admits a light communication and communication overhead.
Further investigation about convergence behavior of the
algorithm and the effect of different utility functions on the



BE rates and fairness provision is the main directions of our
‘ ‘ ‘ ‘ ‘ future studies.
35} 1
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Abstract. Network-on-Chip (NoC) has been proposed as an attractive
alternative to traditional dedicated busses in order to achieve modularity and
high performance in the future System-on-Chip (SoC) designs. Recently, end-
to-end congestion control has gained popularity in the design process of
network-on-chip based SoCs. This paper addresses a congestion control
scenario under traffic mixture which is comprised of Best Effort (BE) traffic or
elastic flow and Guaranteed Service (GS) traffic or inelastic flow. We model
the desired BE source rates as the solution to a rate-sum maximization problem
which is constrained with link capacities while preserving GS traffic services
requirements at the desired level. We proposed an iterative algorithm as the
solution to the maximization problem which has the advantage of low
complexity and fast convergence. The proposed algorithm may be implemented
by a centralized controller with low computation and communication overhead.

1 Introduction

The Systems-on-Chip (SoC) was first designed as a tightly interconnected set of cores,
where all components share the same system clock, and the communication between
components is via shared-medium busses. With the advance of the semiconductor
technology, the enormous number of transistors available on a single chip allows
designers to integrate dozens of IP blocks together with large amounts of embedded
memory. Such IPs consist of CPU or DSP cores, video stream processors, high-
bandwidth I/O, routers, efc. As more and more cores are integrated into a single chip,
it is becoming increasingly difficult to meet the design constraints while still using the
old design methodologies for SoC designs. Shared-medium busses do not scale well,
and do not fully utilize potentially available bandwidth. As the features sizes shrink,
and the overall chip size relatively increases, interconnects start behaving as lossy
transmission lines. Crosstalk, electromagnetic interference, and switching noise cause
higher incidence of data errors. Line delays have become very long as compared to
gate delays causing synchronization problems between cores. A significant amount of
power is dissipated on long interconnects and in clocking network. This trend only
69
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worsens as the clock frequencies increase and the features sizes decrease. Lowering
the power supplies and designing smaller logic swing circuits decreases the overall
power consumption at the cost of higher data errors.

One solution to these problems is to treat SoCs implemented using micro-networks,
or Networks on Chips (NoCs). Networks have a much higher bandwidth due to
multiple concurrent connections. They have regular structure, so the design of global
wires can be fully optimized and as a result, their properties are more predictable.
Regularity enables design modularity, which in turn provides a standard interface for
easier component reuse and better interoperability. Overall performance and scalability
increase since the networking resources are shared.

Networking model decouples the communication layers so that design and
synthesis of each layer is simpler and can be done separately. In addition, decoupling
enables easier management of power consumption and performance at the level of
communicating cores. Generally, the concept of NoC which was introduced in [1][2],
suggests that different modules would be connected by a simple network of shared
links and routers. Examples of NoCs are Athereal [3], Mango [4] and Xpipes [5].
NoCs provide communication services to IPs. Communication services with
guarantees on throughput and latency enable predictable system design. Guarantees
are given by reserving communication resources in the NoC (e.g. wires and buffers).
Although necessary for hard real-time applications, this results in poor resource
utilization for applications that require Variable-Bit Rate (VBR) communication.
According to the nature of such kind of traffic, this is also called Inelastic Flow. Best
Effort service (BE) is another kind of communication services which doesn’t need
any guarantees on latency and bandwidth. According to the nature of this kind of
traffic, this is also called Elastic Flow. Elastic Flow or BE service can give high
resource utilization by using unreserved or unused resources. However, BE traffic is
prone to network congestion. Athereal [3] and Mango [4] are examples of NoCs that
provide both GS and BE services.

Networks with BE services should have a strategy to avoid congestion. The
congestion control in NoCs is a novel problem for the resource constrained on-chip
designs. During the past two decades, many strategies for congestion control have
been proposed for off-chip networks [6, 7, 8]. Congestion control for on-chip
networks is still a novel issue, however this problem has been investigated by several
researchers [9]-[11]. In [9], a prediction-based flow control strategy for on-chip
networks has been proposed where each router predicts future buffer fillings to detect
future congestion problems. The buffer filling predictions are based on a router
model. Dyad [10] solves congestion problem by switching from deterministic to
adaptive routing when the NoC gets congested. In [11] the link utilization has been
used as congestion measure and the controller determines the appropriate loads for the
BE sources. All of the aforementioned work has dealt with this issue using the
predictive control approach to overcome the congestion in the network. As the NoC
architecture is similar to a regular data network, in this paper we have used an
optimization approach over Best Effort source rates to control the flow.

The main purpose of this paper is to present a congestion control as the solution to
a sum-rate maximization problem for choosing the rate of BE sources. We present an
algorithm as the solution to the optimization problem and prove its convergence. To
evaluate the performance of the proposed approach, we simulate the congestion
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control algorithm under a NoC-based scenario. Similar to [10], we have used a
controller to implement the proposed algorithm; however our approach is completely
different from [10].

This paper is organized as follows. In section 2 we present the system model and
formulate the underlying optimization problem for BE flow control. In section 3 we
solve the optimization problem using an iterative algorithm and propose the solution as
a centralized congestion control algorithm to be implemented as a controller. In section
4 we analyze the convergence behavior of the proposed algorithm and prove the
underlying theorem of its convergence. In section 5 we present the simulation results.
Finally, the section 6 concludes the paper and states some future work directions.

2 System Model

We consider a NoC with two dimensional mesh topology and wormhole routing. In
wormhole networks, each packet is divided into a sequence of flirs which are
transmitted over physical links one by one in a pipeline fashion. The NoC architecture
is assumed to be lossless, and packets traverse the network on a shortest path using a
deadlock free XY routing.

We model the congestion control problem in NoC as the solution to an
optimization problem. For more convenience, we turn the aforementioned NoC
architecture into a mathematical model as in [8]. In this respect, we consider NoC as a
network with a set of bidirectional links L and a set of sources .S . A source consists
of Processing Elements (PEs), routers and Input/Output ports. Each link [ € L is a set
of wires, busses and channels that are responsible for connecting different parts of the
NoC and has a fixed capacity of ¢, packets/sec. We denote the set of sources that
share link [ by S(I). Similarly, the set of links that source s passes through, is
denoted by L(s) . By definition, [ € S(I) if and only if s € L(s) [8].

As previously stated, there are two types of traffic in a NoC: Guaranteed Service
traffic (GS) or inelastic flow and Best Effort (BE) traffic or elastic flow. For
notational convenience, we divide S into two parts, each one representing sources

with the same traffic. In this respect, we denote the set of sources with BE and GS
traffic by S, and S, respectively. Each link [ is shared between the two

aforementioned traffics. GS sources will obtain the required amount of the capacity of
links and the remainder should be allocated to BE sources.

Our objective is to choose source rates (PE loads) of BE traffics so that to
maximize the sum of rates of all BE traffics. Hence the maximization problem can be
formulated as:

max S 7, (1)
s sE€Spp
subject to:
S e+ Y omsa el @
5€8pp (1) 5€8a5 (1)
z,>0 VseS, (3)

where source rates, i.e. z,, s € S, are optimization variables.
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The constraint Eq. (2) says the aggregate BE source rates passing thorough link [
cannot exceed its free capacity, i.e. the portion of the link capacity which has not been
allocated to GS sources. The abovementioned problem is in fact constrained sum-rate
maximization. Such a problem, in general belongs to the class of Utility-Maximization
Problems for which the utility function of all sources is considered to be Identity
Function, i.e. U (z,) = z,. Although the general form of Eq. (1) with a general utility
function has been investigated by the authors in another work [12], the approach of
this paper to solve problem Eq. (1) is completely different from the previous work. In
this paper we focus on the primal problem while in [12] the problem is solved via its
dual function. For notational convenience, we define:

éZ:cl—ZQ: 4)

Hence, Eq. (2) can be rewritten as:

> oz, <  Viel &)

s€8pp (1)

Although problem Eq. (1) is separable across sources, its constraints will remain
coupled across the network. Due to coupled nature of such constrained problems, they
have to be solved using centralized methods like interior point methods [13]-[15].
Such computations may pose a great overhead on the system. Instead of such
methods, we seek to obtain the solution with simpler operations. One way is to use the
subgradient method for constrained optimization problems [16] which will be briefly
reviewed in the next section.

For notational convenience in solving the problem, we use matrix notation. In this
respect, we define Routing matrix, i.e. R =[R, ], ¢, as following:

1 if s €8,,(1)
R, = Q)

0 otherwise

We also define the source rate vector (for BE traffic) and link capacity vector as
z=(z, s€Sy) and ¢ = (¢, | € L), respectively. Therefore problem Eq. (1) can
be rewritten in the matrix form as follows:

max 1"z (7N

subject to:
Rz <¢ ®)
z, >0 VseSy €))

where 1 is a vector with all one.
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3 Congestion Control Algorithm

In this section, we will solve the sum-rate optimization problem Eq. (7) using
subgradient method for constrained optimization problems [13][16] and present a
flow control scheme for BE traffic — or elastic flows - in NoC systems to overcome
the congestion. Convergence analysis of the algorithm is to be discussed in the next
section.

The subgradient method for constrained optimization problems is very similar to
Poljak’s Method [17]. In this method, for a maximization problem like Eq. (1), the
optimization variable vector will be adjusted in the direction to the gradient of the
objective function. We briefly review this method in lemma 1 as follows.

Lemma 1. Consider the constrained maximization problem,
max f(x) (10)
subject to:
f(x)>0, i=1.M (11)

with the maximal =" and the sequence x(t) as

z(t +1) = z(t) + y(t)u(z(t)) (12)
where
u(alt)) = Vf(z(t)) if z(t) satisfies (11) 13
Vi (a(t) Jj st fi(z(t) <0

where ~(t) is a diminishing step-size rule [13]-[15]. If the 1, -norm of the u(z(t)) is
bounded (Lipschitz Continuity), i.e. there exist G such that

lul, <G (14)
and the Euclidian distance of the initial point to the optimal point is bounded, i.e.
"x(l) - :1:*” <D (15)

oo

. *
> as t — oo will converge to x .

then the sequence {x(t)}

Proof: See [16].

In the sequel, we will solve the optimization problem Eq. (7) using subgradient
method for constrained optimization problems as stated in Lemma 1. Regarding Eq.
(12), we should calculate u(x(t)). According to Eq. (13), if z(¢) is feasible, i.e.

Rz < ¢, we have:

u=V1"z=V2"1=1 (16)
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otherwise at least one of the constraints should be violated. Assuming the

corresponding constraint for link [ is violated, i.e. Z T, > ¢, . We can represent
s€Spp(l)

this constraint in matrix form as:
fiz)=e/(é—Rz)<0 17)

where e, is the I'th unit vector of R” space which is zero in all entries except the
I th at which it is 1. Therefore, u is given by:

u=—Ve/(Rz—¢)=—R"e, (18)

l

Using Eq. (16) and Eq. (18), the update equation to solve problem Eq. (7) is given

by:
ot +1) = z(t) + y(Hu(x()) (19)
where u(z(t)) is given by:
1 z,(t) < ¢,V
u(t) = o (20)
—R'e, Z z,(t) > ¢, 3l
s€Spp(l)

Stepsize has an important role on the convergence behavior of the update equation.
There are several choices for stepsize, each one belonging to a predefined category
and having certain advantages and drawbacks (see [14] and references herein).

In the family of gradient algorithms, for distributed scenarios stepsize is usually
chosen to be a small enough constant so that to guarantee the convergence of the
algorithm. Constant stepsize is robust in the sense of convergence in time-varying
conditions and asynchronous schemes'. However, it mainly suffers from slow
convergence rate. On the contrary, time-varying stepsizes are defined in such a way to
adapt to the error with the desired point, i.e. optimal point of the optimization
problem, and hence benefit from much more faster convergence. However, they
should be constrained to guarantee that the iterative algorithm will converge.

In our scheme, the algorithm is to be centralized in implementation, and thus we
use a time-varying stepsize to take advantage of fast convergence. To this end, we
choose 7(t) as a time-varying stepsize, to be square-summable but not summable

[14][16]. In this respect, (t) satisfies

W=0 v @)
S0 < oo 22)

! Note that Eq. (19) proposes a synchronous scheme, and may diverge in asynchronous ones,
e.g. real world conditions with large delays, etc.
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Y oAt) =00 (23)

)
k=1

One typical example that satisfies Eq. (21)-(23), is ~(t) = a/(b +1t), where a > 0

and b > 0, which we have used in this paper.

Eq. (19) and Eq. (20) together propose an iterative algorithm as the solution to
problem Eq. (7). In this respect, optimal source rates for BE sources can be found
while satisfying capacity constraints and preserving GS traffic requirements. Thus,
the aforementioned algorithm can be employed to control the congestion of the BE
traffic in the NoC. The above iterative algorithm is decentralized in the nature and can
be addressed in distributed scenarios. However, due to well-formed structure of the
NoC, we focus on a centralized scheme; a simple controller can be mounted in the
NoC to implement this algorithm. The necessary requirement of such a controller is
the ability to accommodate simple mathematical operations as in Eq. (19) and Eq.
(20) and the allocation of few wires to communicate congestion control information
to nodes with a light GS load. Algorithmic realization of the proposed Congestion-
Controller for BE traffic is listed as Algorithm 1.

Algorithm 1. Congestion Control for BE Traffics in NoC

Initialization:
1. Initialize ¢, of all links.

2. Set source rate vector to zero.
Loop:
Do until (max |z, (¢ +1) — z,(t)| < Error)
1. Vs € S : Compute new source rate:
z(t +1) = 2(t) + y(t)ulz(t))
where 7(f) can be selected as (¢) = a/ (b+1t) and

1 Yo oz (t)<e, Vi

s€Spp (1)

—R'e, Z r(t) > ¢

s€Spp(l)

Output:
Communicate BE source rates to the corresponding nodes.

4 Convergence Analysis

In this section, we investigate the convergence analysis of the proposed algorithm
using a time-varying stepsize in Eq. (19). As stated in the previous section, in this
paper the stepsize is selected to be square-summable but not summable [16].
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Theorem 1. The iterative congestion control scheme proposed by Eq. (19) and Eq.
(20) with a time-varying stepsize which satisfies Eq. (21)-(23), will converge to the
optimal point of problem Eq. (1).

Proof: By lemma 1, it is clear that if its assumptions hold, the proof of Theorem is
done. First, u(z(t)) should admit an upper bound in [, -norm. In doing so, it suffices

to show that its gradient is upper bounded in [, -norm. Considering Eq. (16) and (18),
we have

lull, < max{|i], ,|-R"e,||,}

2

=35 (24)

hence u in [, -norm is bounded with at least S .

In the next step, we show that the Euclidian distance of the initial point to the
optimal point is bounded at least with D , i.e.

dD >0 s.t. "x(l) —z

According to Eq. (3), we have z, >0, Vs & Sp;. On the other hand, optimal
source rates are bounded at most with maximum value of link capacities, i.e.

* ~
maxz, < max¢ < maxec (25)
s ’ l l )

therefore,

"x(l) - 31:%"2 < "max z — min gn(l)”2

= Lcl max (26)

and hence the initial Euclidian distance is bounded and Eq. (26) with Eq. (24)
completes the proof.

5 Simulation Results

In this section we examine the proposed congestion control algorithm, listed above as
Algorithm 1, for a typical NoC architecture. We have simulated a NoC with 4 x4
Mesh topology which consists of 16 nodes communicating using 24 shared
bidirectional links; each one has a fixed capacity of 1 Gbps. In our scenario, packets
traverse the network on a shortest path using a deadlock free XY routing. We also
assume that each packet consists of 500 flits and each flit is 16 bit long.

In order to simulate our scheme, some nodes are considered to have a Guaranteed
Service data (such as Multimedia, etc.) to be sent to a destination while other nodes,
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which maybe in the set of nodes with GS traffic, have a Best Effort traffic to be sent.
As stated in section 2, GS sources will obtain the required amount of the capacity of
links and the remainder should be allocated to BE traffics.

One of the most significant issues of our interest is the convergence behavior of the
source rates. We used three different scenarios for step-size; two of them are chosen
to be square-summable but not summable and the third is set to be constant. For the
first two cases, stepsizes are chosen as v = 1/(1+t) and v = 0.5/(1+t) which
satisfy Eq. (21)-(23). For the constant case, stepsize is set to be v = 0.01. The first
and second cases will be comparable with the constant stepsize after about 99 and 49

iterations, respectively.

Variation of source rates for some nodes using aforementioned stepsizes are shown
in Fig. 1(a)-(c). Regarding Fig. 1(a), it’s apparent that after about 50 iterations, all
source rates will be in the vicinity of the steady state point of the algorithm. However,
for the second case, Fig. 1(b) reveals that at least 80 iterations needed to have source
rates in the vicinity of the optimal point. For the third case, the rate of convergence is
even less and at least 150 iterations are needed to fall within the neighborhood of the
steady state point of the algorithm. It is clear that compared to the square-summable
but not summable stepsizes, constant stepsize has much slower rate of convergence.
Comparing Fig. 1(a) and 1(b), we realize that the initial value of the stepsize, directly
influences the rate of convergence.

In order to have a better insight about the algorithm behavior, the relative error
with respect to optimal rates which averaged over all sources, is also shown in Fig. 2.
Optimal source rates are obtained using CVX [18] which is MATLAB-based software
for solving disciplined convex optimization problems. This figure reveals that square-
summable but not summable stepsizes can lead to lower relative error in
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Fig. 2. Average of relative error with respect to optimal solution for the three cases
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average with regard to constant stepsize. The faster rate of convergence of the first
two cases than the third, can also be verified and it is apparent that the first case
slightly acts better from the second in terms of averaged relative error.

6 Conclusion and Future Work

In this paper we addressed the problem of congestion control for BE traffic in NoC
systems. Congestion control was modeled as the solution to the sum-rate
maximization problem which was solved using subgradient method for constrained
optimization problems. This was led to an iterative algorithm which determine
optimal BE source rates. We have also studied the realization of the algorithm as a
centralized congestion controller and presented a theorem to prove the convergence
of the proposed congestion control scheme. Simulation results confirm that the
proposed algorithm converges very fast and the computational overhead of the
congestion control algorithm is small. Fast convergence of the algorithm also
justifies that the delay incurred by the algorithm is very small. Further investigation
about the effect of other utility functions on the BE rates and fairness provision is the
main direction of our future studies.
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Abstract

The research community has recently witnessed the
emergence of Multi-Processor System on Chip
(MPSoC) platforms consisting of a large set of
embedded processors. Particularly, Interconnect
networks methodology based on Network-on-Chip
(NoC) in MP-SoC design is imminent to achieve high
performance potential. More importantly, many well
established schemes of networking and distributed
systems inspire NoC design methodologies. Employing
end-to-end congestion control is becoming more
imminent in the design process of NoCs. This paper
presents a centralized congestion scheme in the
presence of both elastic and streaming flow traffic
mixture. In this paper, we model the desired Best
Effort (BE) source rates as the solution to a utility
maximization problem which is constrained with link
capacities while preserving Guaranteed Service (GS)
traffics services requirements at the desired level. We
proposed an iterative algorithm as the solution to the
maximization problem which has the benefit of low
complexity and fast convergence. The proposed
algorithm may be implemented by a centralized
controller with low computation and communication
overhead

1. Introduction

The high level of system integration characterizing
Multi-Processor Systems-on-Chip (MPSoCs) is raising
the scalability issue for communication architectures.
Towards  this  direction, traditional  system
interconnects based on shared busses are evolving both
from the protocol and the topology viewpoint.
Advanced bus protocols acts in favor of better
exploitation of available bandwidth, while more
parallel topologies are instead being introduced in
order to provide more bandwidth [1].

In the long run, many researchers and SoC designers
agree on the fact that this trend approaches the
Network-on-Chip (NoC) as a solution to the lack of

978-1-4244-1694-3/08/$25.00 ©2008 IEEE
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SoCs’ Scalability [2].

A NoC system fundamentally consists of three
components: switches, Network Interfaces (NIs) and
links. The switches can be arbitrarily connected to
each other and to NIs, based on a specified topology.
They are responsible for routing, switching and flow
control logic, as well as error control handling. NIs are
responsible for packetization/depacketization and
implement the service levels associated with each
transaction.

Recently, Quality-of-Service (QoS) provisioning in
NoC’s environment has attracted many researchers and
currently it is the focus of many literatures in NoC
research community. NoCs are expected to serve as
multimedia servers and are required not only to carry
Elastic Flows, i.e. BE traffic, but also Inelastic Flows,
i.e. GS traffic which requires tight performance
constraints such as necessary bandwidth and
maximum delay boundaries.

It’s obvious that a network with data services needs
some mechanisms to avoid congestion. Congestion
Control in data networks is known as a widely-studied
issue over the past two decades. However, it is still a
novel problem in NoCs and to the best of our
knowledge only few works has been carried out in this
field. Congestion control, or equivalently, flow control
in NoCs mainly focuses on the resource constrained
on-chip designs, with the aim of minimizing the
network cost or maximizing network utility while
maintaining the required Quality-of-Service (QoS).

2. Related Works

Flow control for data networks is a widely-studied
issue [3]-[6]. A wide variety of flow control
mechanisms in data network belongs to the class of
End-to-End control schemes, like TCP/IP, which is
mainly based on the window-based scheme. In this
methods, routers and intermediate nodes avoid the
network from becoming congested by means of packet
dropping deterministically (as in DropTail) or



randomly (as in RED). Therefore, sent packets are
subject to loss and the network must aim to providing
an acknowledgement mechanism. On the other On-
chip networks pose different challenges. The reliability
of on-chip wires and more effective link-level flow-
control allows NoCs to be loss-less. Therefore, there is
no need to utilize acknowledgment mechanism and we
face to slightly different concept of flow control.

So far, several works have focused on this issue for
NoC systems. In [7], a prediction-based flow-control
strategy for on-chip networks is proposed in which
each router predicts the buffer occupancy to sense
congestion. This scheme controls the packet injection
rate and regulates the number of packets in the
network. In [8] link utilization is used as a congestion
measure and a Model Prediction-Based Controller
(MPC), determines the source rates. Dyad [9] controls
the congestion by using adaptive routing when the
NoC faces congestion.

In this paper, we focus on the flow control for BE
traffic as the solution to a utility-based optimization
problem. To the best of our knowledge, none of the
aforementioned works have dealt with the flow control
problem through utility optimization approach. In our
seminal work [10], we have modeled desired BE
source rates as the solution to a utility-based
optimization problem with general form utility
function and aimed at the issue with solving the
proposed problem using Newton method. In [11], we
also have considered this issue via sum-rate
optimization problem and used a different approach to
solve the problem. This paper we address the
performance analysis of our seminal work [10] with a
special utility function which satisfies Proportional
Fairness feature and solve the flow control problem
using a different approach which leads to low
complexity flow control algorithm for BE traffic in
NoCs.

This paper is organized as follows. In Section 3 we
present the system model and formulate the underlying
optimization problem for BE flow control. In section 4
we proceed to the proposed algorithm and discuss
about some remarks. In section 5 we solve the
optimization problem using an iterative algorithm over
its dual and analyze the convergence behavior of it and
present the underlying theorem of its convergence.
Section 6 presents the simulation results. Finally, the
section 7 concludes the paper and states some future
work directions.

3. System Model and Flow Control
Problem

We consider a NoC architecture which is based on a
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two dimensional mesh topology and wormhole
routing. In wormhole networks, each packet is divided
into a sequence of flirs which are transmitted over
physical links one by one in a pipeline fashion. A hop-
to-hop credit mechanism assures that a flit is
transmitted only when the receiving port has free space
in its input buffer. We also assume that the NoC
architecture is lossless, and packets traverse the
network on a shortest path using a deadlock free XY
routing [2].

We model the flow control in NoC as the solution to
an optimization problem. For the sake of convenience,
we turn the aforementioned NoC architecture into a
mathematically modeled network, as in [12]. In this
respect, we consider NoC as a network with a set of
bidirectional links L and a set of sources S . A source
consists of Processing Elements (PEs), routers and
Input/Output ports. Each link [ € L is a set of wires,
busses and channels that are responsible for
connecting different parts of the NoC and has a fixed
capacity of ¢, packets/sec. We denote the set of

sources that share link [ by S(l). Similarly, the set of

links that source s passes through, is denoted by
L(s) . By definition, ! € S(I) ifand only if s € L(s) .
As discussed in section I, there are two types of
traffic in a NoC: Guaranteed Service (GS) and Best
Effort (BE) traffic. For notational convenience, we
divide S into two parts, each one representing sources
with the same kind of traffic. In this respect, we denote
the set of sources with BE and GS traffic by S,, and

Sgs > respectively. Each link [ is shared between the

two aforementioned traffics. GS sources will obtain
the required amount of the capacity of links and BE
sources benefit from the remainder.

Our objective is to choose source rates with BE
traffic so that to maximize the weighted sum of the
logarithm of the BE source rates. Hence the
maximization problem can be formulated as [12]:

max Z a, logz, O]
T s€Spp
subject to:
Sz + > 1,<¢q Vel )
s€Spp (1) s€8gs (1)
z, >0 VseS, 3)

Optimization variables are BE source rates, i.e.
(zg, s € Spy) and ayis the weight for source . We
later on discuss how such a weight determines the
priority of source § in resource allocation. The
constraint (2) states that the sum of BE source rates
passing thorough link [ cannot exceed its free



capacity, i.e. the portion of ¢, which has not been

allocated to GS traffic.

In General, problem (1) belongs to the class of
utility-based optimization problems, for which the
utility function, U_, is assumed to be logarithmic, i.e.
U, (z,) = a,logz, . Such utility functions, are positive,
concave and strictly increasing, as logarithmic
function does. There are many choices for utility
function, other than logarithmic, with specific features
and behavior. We discuss in section V, that
logarithmic utility function have nice properties in
terms of economic terminology, known as proportional
fairness [3].

It is worth to mention that despite the restriction of
ourselves to a specific utility function, our work can be
easily generalized to arbitrary utility functions, as in
our seminal work [10].

With the model above, problem (1) is a convex
optimization problem with linear constraints. Hence it
admits a unique maximizer [13][14], i.e. there exists
an optimal source rate vector, = = (z.,s € S,,) that

maximizes the objective of problem (1) while
satisfying capacity constraints.

Problem (1) is coupled across the network through
its constraints. Such a coupled nature, necessitate
usage of centralized methods like Interior Point
method which poses great computational overhead
onto the system [13][14] and hence is of little interest.

In contrast, there are several low-complexity and
distributive methods to solve unconstrained problems.
Hence, one way to reduce the computational
complexity is to transform the constrained
optimization problem into its Dual, which can be
defined to be unconstrained. According to the Duality
Theory [13][14], each convex optimization
(maximization) problem has a dual, whose optimal
solution, called Dual-Optimal, leads to best bound
(upper bound) of the optimal solution of the main
problem. In this respect, the main problem is
retroactively called Primal Problem. As the dual
problem can be defined in such a way to be
unconstrained, solving the dual is much simpler than
the primal.

For notational convenience, we define:

G =c¢— Z z,

5€Sgs (1)

“

We also define the source rate vector (for BE traffic)
and link capacity vector as z = (z,,s € Sy,) and
¢ = (¢,l € L), respectively. To avoid confusing with
summations indices, we define Routing matrix,
i.e. R =[R,],.s, as following:
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1 if s€8,,(0)

R =
s 0

®

otherwise

Using the abovementioned definitions, problem (1)
can be rewritten as:

max Z a, log z, (6)
subjegt to:

Rz<eé @)
z, >0 VseSy, ®)

4. Optimal Flow Control Algorithm

In this section, we present a centralized flow control
algorithm for BE traffic in NoC systems which
controls the BE source rates in favor of problem (1).
Later, in section V, we show that solving problem (1)
leads to the proposed algorithm, and therefore the
algorithm is an iterative optimal solution to it. The
proposed flow control algorithm is listed below as
algorithm 1.

In the sequel, we make some worth-mentioning
remarks. Performance analysis of the algorithm is to
be discussed in the next section.

Remarks:

1. Considering algorithm 1 as a centralized
algorithm, we consider a simple controller that can be
mounted in the NoC, whether as a separate hardware
module or a part of the operating system, which is
responsible for running of the algorithm. From
computational aspect, such a controller must have the
ability of carrying out simple mathematical operations,
as in Algorithm 1. Another necessary requirement of
the controller, as Output section of the algorithm 1
suggests, is some links e.g. a control bus, to
communicate the algorithm output to the BE sources.

Although Algorithm 1 is centralized, it can be easily
casted into a distributive one upon introducing low
communication overheads. Thus it can be addressed in
decentralized scenarios, too. However, due to well-
formed structure of NoC Systems, such a centralized
algorithm suits for the system and thereafter we only
focus on the centralized scheme.

2. The proposed flow control algorithm is very
similar to End-to-End congestion control schemes in
data networks, also known as TCP which are widely
used to control BE data flow in the internet. End-to-
End schemes use window-based method, i.e. each



Algorithm 1: Flow Control for BE in NoC

Initialization:

1. Initialize c, of all links.
2. Set link shadow price vector to zero.
3. Set the ¢ as the stopping criteria.
Loop:
Do until (max |z, (¢t +1) —z,(t)| < )

1. VI € L: Compute new link prices:
)\l (t + 1) = [)\I(t)

Z z(t)— Z

s€Sgs (1) 5€Spm (1)

7| a) -

z, (A(t))”

2. Compute new BE source rates as follows
z(t+1)

a&
YoRA(E+1)
1

Output:
Communicate BE source rates to the corresponding
nodes.

source maintains a window of packets which are
transmitted, but not acknowledged. Because the
packets in data networks may be lost due to dropping
at the routers or link failure, destination should
acknowledge the ordered receipt of each packet in the
current window. Each source changes its window size
in response to congestion signals, i.e. negative
acknowledges or duplicates ones, and thereby avoids
the network to face congestion. Roughly, the source
rate in each round trip (i.e. the way from source to
destination and back to the source for
acknowledgment), is the ratio of window size to the
round trip time (i.e. duration of the trip).

Although flow control in TCP is carried out by
means of window updates, however we can derive the
corresponding rate updates, too. The proposed flow
control algorithm is very similar to rate update in TCP
scheme. Such a similarity stems from the similarity in
the underlying flow control problem in both schemes.
However, it is worth noting that unlike TCP, in
algorithm 1 we have not considered any window based
transmission and acknowledgement mechanism. This
is due to the fact that NoC architecture is lossless, as
previously stated in section III, and hence all packets
will be delivered successfully and no acknowledgment
is needed.
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5. Performance Analysis: Optimal Solution
and Convergence Analysis

In this section, we discuss that solving problem (1)
through its Dual, leads to Algorithm 1. Towards this
end, we first obtain the Dual of problem (1) and then
solve it using Gradient Projection Method [14][15] and
derive the abovementioned flow control algorithm.
Then, we focus on the convergence behavior and other
aspects of the proposed algorithm.

5.1. Dual Problem
In this part, we will obtain the dual of problem (1).

Using the standard optimization methods [12], the
Lagrangian of the problem (1) can be written as:

L(z,\) = Za% logz, — Z/\Z(Z Rz, —¢)
s 1 S

where A >0 is the Lagrange Multiplier associated

®

with constraint (2) for link /. Usually, ) is called

shadow price [12] for the economic interpretation of
its role in solving the primal problem through dual.

Regarding the Lagrangian of problem (1), the dual
function is defined as [13]:

g(A) = sup L(z, A) (10)

where A is the vector of positive Lagrange multipliers.
Thus the dual function is given by:

g\ = 1113){ Zaﬁ logz, — Z)\,(ZR%QQ —¢)

:maxz a,logx, —.TﬁZRL)\, +Z)\lé,
K 1 1

)]
By Karush-Kuhn-Tucker (KKT) Theorem [13], we
can obtain optimal source  rates, ie.

2 = (z.,5 €Sy,). Duality theory states that when
the primal problem is convex, strong duality holds and
thereby the duality gap is zero [13]. In this respect, the
optimal source rate vector, z , corresponds to the
optimal Lagrange multiplier vector, A" [13]. In other
words, if 2 is a feasible point of the primal problem,
which is primal-optimal the corresponding A will be
dual-optimal and vice versa. Therefore, at optimality
we have

V., L(z,\) wany =0 (12)
where 0 is a vector with all zero. By taking the
derivative of (9) with respect to x, we have



oL
31

(13)

(A7)

(14)

o a,
T RN
1
Substituting z, into (11) yields

g(\) = Z [as(log a,—1)—a, log(z R\)

s

+3 A6
1
15)
The dual problem is defined as [13]:

i)

therefore, we have

I{\llgl Z[ (loga, —1)—a, 10g(ZR,,)\ ] Z)\lél

1

(16)

It is proven that the dual is always convex regardless
of convexity or non-convexity of the primal problem
[13]. Moreover, it is apparent from (16) that, by
ignoring the mild condition on the positivity of A, the
dual problem is unconstrained. As dual problem is
convex, it admits a unique optimal, i.e. a unique
minimizer, which can be obtained using iterative
algorithms. As the dual problem is unconstrained;
solving (16) using iterative methods is much simpler
than the primal.

5.2.Solving The Dual Problem

In this part, we will solve the dual problem using
Projected Gradient Method [13] and derive algorithm
1.

The Projected Gradient Method adjusts shadow
prices, i.e. Lagrange multiplier vector, in opposite

direction to the gradient of the dual function, i.e.
Vg(A), as follows:

At +1) = [M®) = 4V g(A®)]" (17
where >0 is a constant stepsize, and

[z]" £ max{x,0} . Since the objective of problem (1)
is strictly concave, g(\) is continuously differentiable
[13], hence Vg(\) exists. Using (15), the [-th
element of the gradient vector is given by:
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dg(\) 0
—_t = (1—1loga, —1 R\
o o\ Z a( 0g a, Og(zz: A))
+ D oAG
]

(18)
Therefore,
1« s
(19)
1 Z Z st/\i
Regarding (14), (19) can be rewritten as:
dg )\) Z
a/\ Is ~
(20)
=4- a0
seS(l)
and the update equation is given by:
N
At+D =M -v|a— X xq(A(t))] @n
5€8p5(1)

where A(t+1)=(\(t+1), {€ L) and z,(\(t)) is
the approximate of =, (14) and (21)

together forms the proposed algorithm. Therefore,
algorithm 1 is the iterative solution to problem (1).

in time ¢.

5.3.Convergence Analysis

In this part, we investigate the convergence behavior
of the proposed algorithm. As stepsize has an
important role in the convergence behavior of the
update equation, we mainly focus on the effect of
stepsize. The conditions under which Algorithm 1
converges and performance analysis of the algorithm
will be obtained with respect to the choice of stepsize.

There are several choices for stepsize, each one
belonging to a predefined category and having certain
advantages and drawbacks (see [16] and references
herein). In the family of gradient algorithm for
distributed scenarios, stepsize is usually chosen to be a
small enough constant so that to guarantee the
convergence of the algorithm. Constant stepsize is
robust in the sense of convergence in time-varying
conditions and asynchronous schemes. However, it
usually has slower convergence rate than time-varying
ones. Due to its simplicity and robustness, in this paper
we have used a constant step-size.

Before proceeding to the theorem, we first present
the fundamental lemma for the gradient optimization
algorithms.



Lemma 1 [14]: Consider the unconstrained
minimization problem,

min f(z)

with the minimal . If Vf(x) has Lipschitz

Continuity property, i.e. there exist L such that
‘Vf(ll) - vf(%)‘ <L Hzl — Hz (22)
then the sequence z(t) defined as

ot +1) = 2(t) = /Vf(2(1))

converges to the neighborhood of x” provided that

E<"/<278

<7< (23)

for some € >0,
Proof: See [14].

The following theorem, determines the condition on
the stepsize, under which the Algorithm 1 converges to
the neighborhood of the optimal of the problem (16)
and thereby that of problem (1).

Theorem 1: The iterative flow control scheme
proposed by (14) and (21) converges to a
neighborhood of the optimal point of the primal
problem (1) provided that

2a
0<y<—==
=218

24

where S is the length of the longest path used by the
sources, L is the number of sources sharing the most
congested link, a is the minimum weight of sources
and ¢ is the upper bound on link capacities.

Proof: Omitted due to space limit.
5.4.Proportional Fairness

Utility function directly influences the policy by
which system resources, i.e. bandwidth, are shared
among the competing sources. In this respect, in terms
of economics terminology, utility function controls the
fairness among users or sources. Several fairness
criteria have been defined in the economics which are
applicable to problem (1). Among them are Max-Min
Fairness and Proportional Fairness [3]. In a system
with Max-Min fairness, the resources are mainly
shared in favor of weak users while in system with
Proportional Fairness the resources are shared in
proportion to the resource usage of each source. In the
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latter case, given an optimal source rate allocation
T =
with  any rate, say
z=(z,, s€ ), the total proportional net benefit

(JU, sES) satisfying Proportional Fairness,

other feasible source

gained by the new source rates is decreased [3], i.e.:

Z—xﬂi‘"’“’: <0

B Z,

(25

It is proven, systems with proportional fairness that
satisfies (25), must have logarithmic utility functions
[3], i.e.

U,(z,) = logz, (26)

Thus the proposed flow control algorithm, with equal
weight factors will be proportionally fair. It is worth to
note that the case of heterogeneous weight factors
corresponds to another implementation of fairness, the
so-called Weighted Proportionally Fair, for which (25)
turns to be

:
T, — T
B Ty

In the sequel, we briefly discuss about the effect of
weight factors. As previously stated, a, is the weight

<0 @7

for source s in the optimization problem which
controls the priority of source s in resource sharing.
To gain more insights on the role of a, in the flow
control, we consider a simple network with a single
bottleneck link, say link I’. Since all other links
doesn’t saturate, we have \ =0, [=1". Using (2)
and (14) we have:

===, seS{ 28
Sy ) @8)

1eL(s)
T z; Zy, . ’
S=—=.="=— qjneS() 29)
a, a a, "

T, =c¢ =N a, =c, = N = o (30)
ses(l’) ses(l') a,

seS(l")

combining (28)-(29), leads to
P Vie S 31)

Therefore, (31) shows that in a network with single
congested link, the sources passing through the
congested link, achieve their rates in proportion to
their weights. For networks with multiple congested



links, such an insight might not be easily seen,
however weight factors influence the capacity sharing
at bottle neck links. In this respect, we can allocate
more resources, i.e. link capacity, to some specified
sources by assigning larger weights to them.

6. Simulation Results

In this section we examine the proposed flow control
algorithm, listed above as Algorithm 1, for a typical
NoC architecture. In our scenario, we have used a NoC
with 4 x4 Mesh topology which consists of 16 nodes
communicating using 24 shared bidirectional links;
each one has a fixed capacity of 1 Gbps. In our
scheme, packets traverse the network on a shortest
path using a deadlock free XY routing. We also
assume that each packet consists of 500 flits and each
flit is 16 bit long.

In order to simulate our scheme, some nodes are
considered to have a GS data (such as Multimedia,
etc.) to be sent while other nodes have a BE traffic. As
stated before, GS sources will obtain the required
amount of the capacity of links and the remainder
should be allocated to BE traffics. Routing policy for
BE sources is shown in Fig. 1. We assume that all
sources have logarithmic utility function of the form
U,(z,) = a,logz, where a represents the weight

factor for source s. In the sequel, we present our results
in the following parts as below.

One of the most significant issues of our interest is
the convergence behavior of the source rates. In this
part, we have simulated our scheme using 2 different
values for step-size, 1.05 and 0.2, respectively. Weight
factor for all sources is assumed to be unity. The
convergence behavior of source rates for after 150
iterations is depicted in Fig. 2(a)-(b). Regarding Fig.
2(a), it’s apparent that for v = 1.05, after 20 iteration
steps the source rates will have very little variations,
however, from Fig. 2(b) , i.e. for v =0.2, these

threshold of iterations will be at least 85 steps.

In order to have a better insight about the algorithm
behavior, the relative error with respect to optimal
source rates which is averaged over all active sources,
is also shown in Fig. 3. Optimal values are obtained
using CVX [17] which is MATLAB toolbox for
solving disciplined convex optimization problems. Fig.
3 reveals the first step size leads to less than 10% error
in average just after about 13 iteration steps, and after
20 steps the average error lies below 5%. However, the
second step size would reach the two aforementioned
error margins at the expense of iterating for about 60
and 75 steps, respectively. Although not shown in Fig.
3, with much more iteration steps simulation results

verify that the average error curve for the smaller step
size lies below that of larger step size. However, for
practical implementations and real world applications,
due to faster convergence speed, larger step size is
more appropriate.
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Fig. 2. Source rates convergence with symmetric weight
factors for (a) v = 1.05 and (b) v = 0.2
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7. Conclusion and Future Works

In this paper we addressed the problem of flow control
for BE traffic in NoC systems. Flow control was
considered as the solution to the utility maximization
problem which was solved indirectly through its dual
using gradient projection method. This was led to an
iterative algorithm which can be used to determine
optimal BE source rates.

The algorithm can be implemented by a controller
which admits a light communication and
communication overhead to the system. We have also
investigated the convergence behavior of the
algorithm. Further investigation about the effect of
delay incurred by the proposed algorithm is the main
direction of our future studies.
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Abstract

With the advances of the semiconductor technology,
the enormous number of transistors available on a
single chip allows designers to integrate dozens of IP
blocks together with large amounts of embedded
memory. This has been led to the concept of Network
on a Chip (NoC), in which different modules would be
connected by a simple network of shared links and
routers and is considered as a solution to replace
traditional bus-based architectures to address the
global communication challenges in nanoscale
technologies. In NoC architectures, controlling
congestion of the best effort traffic will continue to be
an important design goal. Towards this, employing
end-to-end congestion control is becoming more
imminent in the design process of NoCs. In this paper,
we introduce a centralized algorithm based on the
delay minimization of Best Effort sources. The
proposed algorithm can be used as a mechanism to
control the flow of Best Effort source rates by which
the sum of propagation delays of network is to be
minimized.

1. Introduction

With the emergence of complex VLSI chips, the
designers are facing several new challenges.
Nowadays, application-specific integrated circuits
(ASICs) have evolved into systems-on-chip (SoCs),
where dozens of predesigned IP cores are assembled
together to form large chips with complex
functionality.

A recently proposed platform for the on-chip
interconnects is the  network-on-chip  (NoC)
architecture, where the IPs are usually placed on a grid
of tiles and networking protocols governs the
communication between tiles. Such a regular structures

are very attractive because they can offer well-
controlled electrical parameters, which enable high-
performance circuits by reducing the latency and
increasing the bandwidth. In fact, NoCs provide
enhanced performance and scalability, in comparison
with previous communication architectures. The
advantages of NoC are achieved thanks to efficient
sharing of wires and a high level of parallelism [1].

The provision of Quality-of-Service (QoS) in NoC’s
environment is currently the focus of much discussion
in research community. NoCs are expected to serve as
multimedia servers and are required not only to carry
Best Effort (BE) traffic, but also Guaranteed Service
(GS) traffic which requires tight performance
constraints such as necessary bandwidth and maximum
delay boundaries. Networks with BE services must
choose a mechanism to avoid congestion. Congestion
control in NoCs is a novel issue and usually studied
regarding minimizing the network cost (in delay, area
and power) or maximizing network utility while
maintaining the required QoS, as we will focus on it in
more detail later.

2. Related Works

During the past few years, many strategies for
congestion control have been proposed for off-chip
networks [2-5]. Congestion control for on-chip
networks is still a novel issue, however this problem
has been investigated by several researchers [6]-[8]. In
[6], a prediction-based congestion control strategy for
on-chip networks has been proposed where each router
predicts buffer occupancies to detect future congestion
problems. In [7] the link utilization has been used as
congestion measure and the controller determines the
appropriate loads for the BE sources. Dyad [8]
overcomes the congestion by switching from
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deterministic to adaptive routing when the NoC is
going to be congested.

The main purpose of this paper is to present a
congestion control as the solution to a delay
minimization problem for choosing the rate of BE
sources. Our approach is different from the
aforementioned works, e.g. [6][7], in which no delay
consideration were taken into account. We present an
algorithm as the solution to the optimization problem.
To evaluate the performance of the proposed approach,
we simulate the congestion control algorithm under a
NoC-based scenario.

This paper is organized as follows. In Section 3 we
present the system model and formulate the underlying
optimization problem for BE congestion control. In
Section 4 we solve the optimization problem using an
iterative algorithm and propose the solution as a
centralized congestion control algorithm to be
implemented as a controller. In Section 5 we analyze
the convergence behavior of the proposed algorithm
and prove the underlying theorem of its convergence.
In Section 6 we present the simulation results. Finally,
the section 7 concludes the paper.

3. System Model

We consider a NoC with two dimensional mesh
topology and wormhole routing. In wormhole
networks, each packet is divided into a sequence of
flits which are transmitted over physical links one by
one in a pipeline fashion. The NoC architecture is
assumed to be lossless, and packets traverse the
network on a shortest path using a deadlock free XY
routing. We model the congestion control problem in
NoC as the solution to an optimization problem. For
more convenience, we turn the aforementioned NoC
architecture into a mathematical model as in [9]. In this
respect, we consider NoC as a network with a set of
bidirectional links L and a set of sources S . A source
consists of Processing Elements (PEs), routers and
Input/Output ports. Each link [ € L is a set of wires,
busses and channels that are responsible for connecting
different parts of the NoC and has a fixed capacity of
¢, packets/sec. We denote the set of sources that share

link [ by S(I). Similarly, the set of links that source
s passes through, is denoted by L(s). By definition,
1€ S(l) ifand only if s € L(s) .

As previously stated, there are two types of traffic
in a NoC: GS and BE. For notational convenience, we
divide S into two parts, each one representing sources

with the same traffic. In this respect, we denote the set
of sources with BE and GS traffic by S,, and S,

respectively. Each link [ is shared between the two
aforementioned traffics. GS sources will obtain the
required amount of the capacity of links and the
remainder should be allocated to BE sources.

3.1. Delay Model

In recent years, researchers have presented different
delay models in NoC (e.g. [10] and references therein).
Due to simplicity of the model introduced in [10], we
adopt its model in our framework.

Interconnects and network routers are two fundamental
parts of the NoC which are subject to power
consumption and communication latency. In our
model, the delay of link [ € L is denoted by d, which
represents the delay incurred to the system by packet
propagation over this link. More precisely, d, is given
by

d=d +d M
where d, and d, are delay of unit flow on
interconnects and routers, respectively. In this respect,
when a flow of amount f passes through link [, the
total latency is:

D, = fd @

Interconnect or wire delay, d, , is closely related to

the wire styles. We assume that four types of wire
styles are available for interconnects, namely, RC
wires with repeated buffers with wire pitch varying
from 1x, 2%, and 4x minimum global wire pitch, and
on-chip transmission line with wire pitch equal to 16
micron. For RC wires with repeated buffers, we
assume d, is proportional to wire length, as below:

d, = per grid length delay x wire length

On the other hand, for on-chip transmission line,
relatively large setup cost should be added to dm . We
use transmission line model proposed by Chen et al.
[11] to estimate transmission line delay. Table 1 lists
delay per grid length (2mm) of these four types of wire
styles in 0.18 micron design technology. Setup cost of

50ps is added to d,, for transmission line.

We use the router delay model proposed by Peh et
al. [12] to estimate NoC router delay. Table 2 shows

Tablel: Delay Model of Wires

Wire Type RC-1x RC-2x RC-4x T-line

d, (ns) 0.127 0.112 0.100 0.020




latency of routers in 0.18 micron technology node.
When router input/output ports increase, d, increases
almost linearly.

Table 2: Model of Routers

Ports 2 3 4 5 6 7 8
d, (ns) | 0.599 | 0.662 | 0.709 | 0.756 | 0.788 | 0.819 | 0.835
3.2. Flow Control Model

Our objective is to choose source rates (IP loads) of
BE traffics so that to minimize the sum of delays of all
BE traffics. Hence the minimization problem can be
formulated as:

L
2D,
=1
subject to:

Z z, + Z z, < ¢

5€85 (1) 5€8gs (1)

S, >f

s€ESpp
z, >0 VseS,
where source rates, i.e. z,, s€ S, are optimization

min

Ty

3)

viel @)

(5

variables.

Regarding (2), we rewrite (3) as below:

L

minY (> ), (6)
S seSp)
subject to:

o+ > 3, <¢q Vel )
s€Spp (1) s€56s(1)

=] ®)
S€Spp
z, >0 VseSy

The constraint (7) says that the aggregate BE source
rates passing thorough link [ cannot exceed its free
capacity, i.e. the portion of the link capacity which has
not been allocated to GS sources. The constraint (8)
says that the sum of BE source rates must be at least f .
For notational convenience, we define:

>, ©

$€8gs (1)

Hence, (7) can be rewritten as:

Viel

G =0c—

> oz, < (10)
s€5ps (1)
Although problem (6) can be separated across sources,

its constraints will remain coupled across the network.
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Due to coupled nature of such constrained problems,
they have to be solved using centralized methods like
interior point methods [13]. Such computations may
pose great overheads on the system. Instead of such
methods, we seek to obtain the solution with simpler
operations. One way is to use the Projected Gradient
Method for constrained optimization problems [13]
which will be briefly reviewed in the next section.
For notational convenience in solving the problem,
we use matrix notation. In this respect, we define
Routing matrix, i.e. R =[R,],.s, as following:

1 if s€S,,(0)

R =
s 0

11
otherwise an
We also define the source rate vector (for BE traffic),
link delay and link capacity vectors as
z=(z,5€8,),d=(d,lel)and ¢=(¢,l€L),
respectively. Therefore problem (6) can be rewritten in
the matrix form as follows:

min d"Rz (12)
subject to:

Rr<¢é (13)
1'a>f (14)
z, >0 VseSy

where 1 is a vector with all one.

4. Congestion Control Algorithm

In this section, we will solve the optimization
problem using Projected Gradient Method for
constrained problems [13][14] and present a
congestion control scheme for BE traffic in NoC
systems to overcome the congestion.

The Projected Gradient Method for constrained
minimization problems is very similar to the original
one which only applies to unconstrained ones [13]. We
briefly review this method in the following.

Consider the constrained minimization problem

min f,(z) (15)
subject to:
fz)<0, i=1.m (16)

in which f : R* — R are convex functions.

In order to solve (15) iteratively, we define the
following minimizing sequence

gt = (17

(k) (k)
T = N9

where



e Vi (z) fi(x) <0, i=1...m (18)
Vi (x(t)) fi(x)>0

and v, is the step size which satisfies:

7 >0 (19)

Y — 0 (20)

dom =00 @1

To quantify the performance of the method we define
ff, = min {,)‘;)(ar(’))‘:vm feasible, i = 1,...,k}

The following lemma, states the conditions on g
under which the minimizing sequence (17) converges
to the optimal point of (15), ie. f', — f and

. B
¥ 512 as k— 0.

Lemma 1: Consider the constrained minimization
problem, as in (15). The minimizing sequence defined
by (17) and (18) with the stepsize satisfying (19)-(21),
converges to the optimal point of (15), i.e. «", if the
following conditions hold

ls“l, <& (22)

H.T“) —fIJXHO <FE (23)
Proof: See [14].

In the sequel, we will solve the optimization
problem (12) using Projected Gradient Method for
constrained problems as stated in Lemma 1. Regarding
(17), we have to calculate ¢g*’. According to (18), if

(k

2® is feasible, i.e. Rz < ¢é and 17z > f, we have:

g=Vd"Rr=VR"dr =R"d (24)

otherwise at least one of the constraints must be

violated. Assume link capacity constraint is violated

for link 7, i.e. Z T, > ¢, . Rewriting this in matrix
s€8ps (1)

form, yields:

e (Rz—¢)>0 (25)

where e, is the I'th unit vector of R* space which is
zero in all entries except the ['th at which it is 1.
Therefore, ¢ is given by:

g=Ve(Rz—¢)=R"e, (26)

Assuming that link capacity constraints are being
satisfied, the sum-rate constraint is violated, i.e.
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1"z < f, or equivalently in the standard form as in

(16), f —1"2 > 0. Therefore g is given by:
g=-V1I'z=-Vz'1=-1 (27)

Using (24), (26) and (27), the update equation to
solve problem (12) is given by:

e (28)

where [z = max{z,0} to satisfy non-negativity of

source rate and ¢* is given by:

R'd dDat)<e,vl and 1'z>f
58 (1)
g =1R"¢ Soa)>e, 3 (29)
seSpp(l)
-1 1'z<f
(28) and (29) together propose an iterative

algorithm as the solution to problem (12). In this
respect, optimal source rates for BE sources can be
found while satisfying capacity constraints and
preserving GS traffic requirements. Thus, the
aforementioned algorithm can be employed to control
the congestion of the BE traffic in the NoC. The
iterative algorithm is decentralized in the nature and
can be addressed in distributed scenarios. However,
due to well-formed structure of the NoC, we focus on a
centralized scheme; we consider a controller to be
mounted in the NoC to implement the proposed
algorithm. The necessary requirement of such a
controller is the ability to accommodate simple
mathematical operations as in (28) and (29) and the
allocation of few wires to communicate congestion
control information to nodes with a light GS load.
Algorithmic realization of proposed Congestion-
Controller for BE traffic is listed below as Algorithm
1.

5. Convergence Analysis

In this section, we investigate the convergence
analysis of the proposed algorithm using a time-
varying stepsize in (28). As stated in the previous
section, in this paper the stepsize is selected as (19)-

@1).

Theorem 1: The iterative congestion control scheme
proposed by (28) and (29) with a time-varying stepsize
which satisfies (19)-(21), will converge to the optimal
point of problem (6).



Proof: By lemma 1, it is clear that if its assumptions
hold, the proof of Theorem is done. In this respect, g®
should admit an upper bound in [, -norm. In doing so,

it suffices to show that its gradient is upper bounded in
I, -norm. Considering (29), we have

A

o], < max{l-1l,,[R"d], [Re, |}

=S5

(30)

Hence ¢ in [, -norm is bounded at least with 5.

In the next step, we show that the Euclidian distance
of the initial point to the optimal point is bounded at
least with D, i.e.

ID>0 st fe) -2, <D 31)

We have z, >0, Vs€Sy,. On the other hand,

optimal source rates are bounded at most with
maximum value of link capacities, i.e.

max :L’, < m[ax ¢ < m[ax ¢ (32)
s
Therefore,

Hil“(l) - x*Hz < Hmax z' —min :lc(l)HZ

= Hmaxc, — 0]
l 2

= L (33)

Hence the initial Euclidian distance is bounded with
atleast Lc,,, . (30) and (33) complete the proof.

6. Simulation Results

In this section we examine the proposed congestion
control algorithm, listed above as Algorithm 1, for a
typical NoC architecture. We have simulated a NoC
with 4 x4 Mesh topology which consists of 16 nodes
communicating using 24 shared bidirectional links;
each one has a fixed capacity of 1 Gbps. In our
scenario, packets traverse the network on a shortest
path using a deadlock free XY routing. We also
assume that each packet consists of 500 flits and each
flit is 16 bit long.

One of the most significant issues of our interest, is
the convergence behavior of the source rates. The step
size is chosen to be vy, = 5/ (1 + k) which apparently

satisfies (19)-(21). Variation of source rates for some
nodes using above parameters are shown in Fig. 1.
Regarding Fig. 1, it’s apparent that after about 270
iteration steps, all source rates will be in the vicinity of
the steady state point of the algorithm; however, for the
second case, at least 600 iteration steps is needed that

Algorithm 1: Congestion Control for BE
Traffics in NoC

Initialization:

1. Initialize ¢, of all links.

2. Set source rate vector to zero.
Loop:

(k+1) _

Do until (max‘xﬁ xf“‘ < Error)

1. Vs € S :Compute new source rate:

k41) k KT
5 = [ 3]

s

where 7, can be selected as vy, = %b +1) and

R"d Z z,() <é,v1 and 1"z >f
s€Spp (1)
g =1R"e, > zt)>¢.30
seSpp(l)
-1 Ve<f

Output:

Communicate BE source rates to the corresponding
nodes.

after which the source rates to be in the vicinity of the
steady state point.

In order to have a better insight about the algorithm
behavior, the relative error with respect to optimal rates
which averaged over all sources, is also shown in Fig.
2. Optimal source rates are obtained using CVX [15]
which is MATLAB-based software for solving
disciplined convex optimization problems. As shown
in Fig. 2, it is clear that after about 380 steps, the
average of relative error of all sources falls below 20%,
which is acceptable in practice. Thus, the proposed
congestion control algorithm is computationally
tractable.

Our final result is devoted to investigate the
performance of algorithm 1 in terms of sum of delay in
the network. In this respect, we have calculated sum of
the delay for two cases; using Algorithm 1 and using
uniform rate allocation. The result is depicted in Fig. 3.
As a comparison, we conclude that the delay-sum is
reduced at least by a factor of two which verifies the
aim of the underlying optimization problem in source
assignment in terms of delay-sum reduction.

7. Conclusion and Future Works

In this paper we addressed the problem of
congestion control for BE traffic in NoC systems.
Congestion control was modeled as the solution to the
delay-sum minimization problem which was solved
using gradient projection method for constrained
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optimization problems. This was led to an iterative
algorithm which determine optimal BE source rates.
We have also studied the realization of the algorithm as
a centralized congestion controller. Simulation results
confirm that the proposed algorithm converges and the
computational overhead of the congestion control
algorithm is small.
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Abstract. Network-on-Chip (NoC) has been proposed as an attractive alterna-
tive to traditional dedicated busses in order to achieve modularity and high per-
formance in the future System-on-Chip (SoC) designs. Recently, end to end
flow control has gained popularity in the design process of network-on-chip
based SoCs. Where flow control is employed, fairness issues need to be consid-
ered as well. In fact, one of most difficult aspects of flow control is that of treat-
ing all sources fairly when it is necessary to turn traffic away from the network.
In this paper, we proposed a flow control scheme which admits Max-Min fair-
ness criterion for all sources. In fact, we formulated Max-Min fairness criterion
for the NoC architecture and presented implementation to be used as flow con-
trol mechanism.

Keywords: Network-on-Chip, flow control, Max-Min fairness.

1 Introduction

Network-on-Chip (NoC) is a new paradigm structure for designing future System-on-
Chips (SoC) [1]. A typical NoC architecture provides a scalable communication infra-
structure for interconnecting cores. Since the communication infrastructure as well as
the cores from one design can be easily reused for a new product, NoC provides
maximum possibility for reusability.

NoCs with their flexible and scalable interconnect provide high computational power
to support computationally extensive multimedia applications, i.e. those that combine
audio, video and data. In contrast to simple data applications, which can work without
guarantees of timing of data delivery, multimedia applications require a guaranteed
degree of service in terms of required bandwidth and timelines. According to the net-
working terminology, we refer to the traffic of simple data as elastic or Best Effort (BE)
traffic and to multimedia traffic as inelastic or Guaranteed Service (GS) traffic.

Due to the rapid growth of the number of processing elements (PEs) in NoCs [2],
employing efficient policy for flow control is inevitable in the design of NoCs to
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provide the required Quality of Service (QoS). A NoC should support network level
flow control in order to avoid congestion in the bottleneck links, i.e. link through
which several sources pass [3]. The design and control of NoCs raises several issues
well suited to study using techniques of operational research such as optimization and
stochastic modeling. Recently, some novel researches have been embarked in study-
ing congestion control in NoCs [4-5]. Congestion control schemes in NoCs mainly
focus on utilizing NoC’s resources, with the aim of minimizing network cost or
maximizing network utility while maintaining the required QoS for Guaranteed Ser-
vice traffics.

Many strategies for flow control have been proposed for off-chip networks, e.g.
data networks, etc. [6-9]. On-chip networks pose different challenges. For instance, in
off-chip environments, to overcome congestion in links, packet dropping is allowed.
On the contrary, reliability of on-chip wires makes NoCs a loss-less environment.

So far, several works have addressed this problem for NoC systems. In [4], a pre-
diction-based flow-control strategy for on-off traffic in on-chip networks is proposed
where the prediction is used in router to be aware of buffer fillings. In [5] a flow-
control scheme for Best Effort traffic based on Model Predictive Control is presented,
in which link utilization is used as congestion measure. Dyad [10] controls the con-
gestion by switching from deterministic to adaptive routing when system is going to
be congested. [11] proposes a flow control scheme as the solution to rate-sum maxi-
mization problem for choosing the BE source rates. The solution to the rate-sum op-
timization problem is presented as a flow control algorithm.

Where flow control is employed, fairness issues need to be considered as well [3].
In fact, one of most difficult aspects of flow control is to choose a policy to accom-
modate a fair rate allocation. All of the abovementioned studies only regarded the
flow control by taking into account the constraints of the system and to the best of our
knowledge no policy to maintain fairness among sources was chosen.

The fairness of TCP-based flow control algorithms was first analyzed in [12]. The
analysis in [12] was based on a single bottleneck link. Different flow control ap-
proaches can be classified with respect to the fairness criteria, in favor of which rate
allocation is done. One of the famous forms of fairness criterion is Max-Min fair-
ness, which has been discussed in earlier literature and described clearly in [13]. Our
main contribution in this paper is to present a flow control scheme for Best Effort
traffic in NoC which satisfies Max-Min fairness criterion. Our framework is mainly
adopted from the seminal work [13] which presents a basic Max-Min fairness
optimization problem. In this paper, we reformulate such a problem for the NoC
architecture.

The organization of the paper is as follows. In Section 2 we present the system
model, the concept of Max-Min fairness and formulation of the flow control as an
optimization problem. In section 3 we present an iterative algorithm as the solution to
the flow control optimization problem. Section 4 presents the simulation results and
discussion about them. Finally, the section 5 concludes the paper and states some
future work directions.
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2 System Model

We consider a NoC with two dimensional mesh topology, a set .S of sources and a set
L of bidirectional links. Let ¢, be the finite capacity of link/ € L . The NoC assumed

to use wormhole routing. In wormhole-routed networks, each packet is divided into a
sequence of flits which are transmitted over physical links one by one in a pipeline
fashion. The NoC architecture is also assumed to be lossless, and packets traverse the
network on a shortest path using a deadlock free XY routing. A source consists of
Processing Elements (PEs), routers and Input/Output ports. Each link is a set of wires,
busses and channels that are responsible for connecting different parts of the NoC.
We denote the set of sources that share link [ by S(I). Similarly, the set of links that

source s passes through is denoted by L(s). By definition, [ € S(I)if and only
ifs € L(s) .

We assume that there are two types of traffic in the NoC: GS and BE traffic. For
notational convenience, we divide S into two parts, each one representing sources

with the same kind of traffic. In this respect, we denote the set of sources with BE and
GS traffic by Sy, and S, respectively. Each link [ is shared between the two

aforementioned traffics. GS sources will obtain the required amount of the capacity of
links and the remainder should be allocated to BE sources.

2.1 Max-Min Fairness Concept

Any discussion of the performance of a rate allocation scheme must address the issue
of fairness, since there exist situations where a given scheme might maximize net-
work throughput, for example, while denying access for some users or sources. Max-
Min fairness is one the significant fairness criteria. Crudely speaking, a set of rates is
max-min fair if no rate can be increased without simultaneously decreasing another
rate which is already smaller. In a network with a single bottleneck link, max-min
fairness simply means that flows passing through the bottleneck link would have
equal rates.
The following definition states the formal definition of Max-Min fairness.

Defination 1. A feasible rate allocation z = (z,,s € S)is said to be “max-min fair”

if and only if an increase of any rate within the domain of feasible allocations must
be at the cost of a decrease of some already smaller rate. Formally, for any other
feasible allocationy, if y, >, then there must exist somes’ such that

z, <z ,andy, <z, [13].

Depending on the network topology, a max-min fair allocation may or may not exist.
However, if it exists, it is unique (see [14] for proof).

In what follows the condition under which the Max-Min rate allocation exists will
be stated. Before we proceed to this condition, we define the concept of bottleneck
link.
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Defination 2. With our system model above, we say that link 1 is a bottleneck for
source s if and only if
1. link 1is saturated: >~ =, + Y z, =¢
s€8pp (1) 5€845 (1)

2. source s on link 1 has the maximum rate among all sources using link 1.

Intuitively, a bottleneck link for source s is a link which limits z, .

Theorem 1. A max-min fair rate allocation exists if and only if every source has a
bottleneck link (see [14] for proof).

2.2 Flow Control Model

Our focus will be on two objectives. First, choosing source rates (IP loads) of BE
traffics so that to accomplish flow control in response to demands at a reasonable
level. Second, maintaining Max-Min fairness for all sources. We model the flow
control problem in NoC as the solution to an optimization problem. For more
convenience, we turn the aforementioned NoC architecture into a mathematical
model as in [5]. In this respect, the Max-Min fairness flow control problem can be
formulated as:

maxmin s, o
subject to:
S om+ Y a<q  VIEL 2)
$€8yp (1) 5€864 (1)
z, >0 Vs e S, (3)

where source rates, i.e. x,, s € S, are optimization variables.

The constraint (2) says the aggregate BE source rates passing thorough link [ can-
not exceed its free capacity, i.e. the portion of the link capacity which has not been
allocated to GS sources. For notational convenience, we define

= minz,

seS ’
¢ =c¢— Z z, ,
5€856s (1)

therefore the above mentioned problem can be rewritten as:

U = minz, 4)
seS
max u )
subject to:
z, <¢ Vie L
PURES ©
Z, >0 Vs € SBE (7)
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To solve the above problem, it should be converted so as to be in the form of disci-
plined optimization problems [15] as follows:

max u (8)
subject to:
u<z, VselS )
> oz, <é¢  VieL (10)
s€Spm ()
z, >0 Vse Sy, (11)

The above optimization problem can be solved using several methods. In the next
section, we introduce a simple and famous algorithm, known as “progressive filling”,
to solve (8) iteratively.

In order to compare the results of progressive filling algorithm with the exact val-
ues, we solve problem (8) using CVX [16] which is a MATLAB-based software for
disciplined convex optimization problems, whose results will be given in section 4.

3 Max-Min Fairness Algorithm

Theorem 1 is particularly useful in deriving a practical method for obtaining a max-
min fair allocation, called “progressive filling”. The idea is as follows: rates of all
flows are increased at the same pace, until one or more links are saturated. The rates
of flows passing through saturated links are then frozen, and the other flows continue
to increase rates. All the sources that are frozen have a bottleneck link. This is be-
cause they use a saturated link, and all other sources using the saturated link are fro-
zen at the same time, or were frozen before, thus have a smaller or equal rate. The
process is repeated until all rates are frozen. Lastly, when the process terminates, all
sources have been frozen at some time and thus have a bottleneck link. Using Theo-
rem 1, the allocation is max-min fair.

Theorem 2. For the system model defined above, with fixed routing policy, there
exists a unique max-min fair allocation. It can be obtained by the progressive filling
algorithm. (see [14] for proof)

In the sequel, we derive the max-min rate allocation as the solution to problem (8) and
based on this algorithmic solution, we present a flow control scheme for BE traffic in
NoC systems.

Thus, the aforementioned algorithm can be employed to control the flow of BE
traffic in the NoC. The iterative algorithm can be addressed in distributed scenario.
However, due to well-formed structure of the NoC, we focus on a centralized scheme;
we use a controller like [5] to be mounted in the NoC to implement the above algo-
rithm. The necessary requirement of such a controller is the ability to accommodate
simple mathematical operations and the allocation of few wires to communicate flow
control information to nodes with a light GS load.
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Algorithm 1. Max-Min Fair (MMF) Flow Control Algorithm for
BE in NoC.

Initialization:
1. Initialize ¢, of all links.

2. Define:
a. T as the set of sources not passing through any satu-
rated link.

b. B as the set of saturated links.

¢ B=L—B and T=28,,—-T.
Set source rate vector to zero.

4. Initialize T = S,, and B = .

w

Loop:
Dountil (1 = @)

[Cz - Z stxs(t)J Z R,

seT seT

1. A, =min
leB

r(t+1) =z (t)+ A, VseT
Calculate new bottleneck links and update B and B.

4. Vs €e€T; if S passes through any saturated link then
T <T—{s}

Output:
Communicate BE source rates to the corresponding nodes.

4 Simulation Results

In this section we examine the proposed flow control algorithm, listed above as Algo-
rithm 1, for a typical NoC architecture. We have simulated a NoC with 4 x4 Mesh
topology which consists of 16 nodes communicating using 24 shared bidirectional
links, each one has a fixed capacity of 1 Gbps. In our scenario, packets traverse the
network on a shortest path using a deadlock free XY routing. We also assume that
each packet consists of 500 flits and each flit is 16 bit long.

In order to simulate our scheme, some nodes are considered to have a GS data,
such as Multimedia, etc., to be sent to a destination while other nodes, which maybe
in the set of nodes with GS traffic, have a BE traffic to be sent. As stated in section 2,
GS sources will obtain the required amount of the capacity of links and the remainder
should be allocated to BE traffics.

We are mainly interested in investigating the fairness properties among source
rates. In order to investigate the rate allocation in the optimal sense, we solved
problem (8) using CVX [16], which is a MATLAB-based software for disciplined
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12 — 13 — 14 — 15

Fig. 1. Network topology

convex optimization problems. Optimal source rates, obtained by CVX, are shown
in Fig. 2.

Source rates obtained from Algorithm 1 is depicted in Fig. 3. The main feature re-
garding Fig. 1 and Fig. 2 is that both yield equal values for the minimum source rate,
i.e. 0.03 Gbps. The main difference is in the aggregate source rate which is greater for
the result of Algorithm 1.

In order to compare the results of the proposed Max-Min fair flow control with
other fairness criteria, we have accomplished rate allocation based on maximizing the
sum of source rates, i.e. the so-called Rate-Sum Maximization, whose results are
depicted in Fig. 4. Comparing Fig. 3 with Fig. 4, it's apparent that although Rate-Sum
criterion aims at maximizing the sum of source rates, there is no guarantee for the
rates of weak sources, i.e. sources which achieve very small rate. Indeed, in many
scenarios with Rate-Sum criterion, such sources will earn as small as zero.

To compare the results of the three above mentioned schemes in more detail,
we have considered five parameters featuring the merit of the different schemes as
following:

least source rate

sum of source rates

Variance of source rates with respect to mean value.
Jain’s fairness Index [17]

min-max ratio [17]

DAL=

These parameters are presented in Table 1. Jain’s fairness Index and max-min ra-
tio, are defined by (12) and (13), respectively.

S 2
.2) (12)
SO DA
min z,
Min-Max Ratio = —5— (13)

max T,
ses

Jain's Fairness Index =
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From table 1 we realize that rate allocation with Maximum Rate-Sum criteria, yield
slightly greater rate-sum from Max-Min Fair criteria, i.e. Algorithm 1. However, as
discussed above, Algorithm 1 guarantees that the rate allocation is max-min fair, and
hence the minimum source rate wouldn’t be greater with any other feasible rate allo-
cation and hence rate allocation is carried out in favor of weak sources. On the con-
trary, Maximum Rate-Sum has no guarantee on such sources and as a result, the
weakest source, has achieved his rate as low as zero. Another point which is worth
mentioning is that similarity of the rate allocation to uniform rate allocation is further
in the Max-Min scheme. To be more precise, we have calculated the variance of
source rates in with respect to mean value of source rates in equilibrium. Table 1
shows that the variance of Max-Min rate allocation, obtained from Algorithm 1, is
evidently less than that of Maximum Rate-Sum scheme, which in turn implies the
inherent fairness in the Max-Min rate allocation.
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Fig. 3. Rate allocation using Algorithm 1

108



444 F. Jafari et al.

w
3]
|

W
|

- N
- [} N [}
| | | |

Source Rate ( x1 o® bps)
=)
(3]

o
|

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Sources

Fig. 4. Rate allocation using Rate-Sum Maximization

Table 1. Quantitative comparison between different rate allocation schemes

Least Rate Sum of Source Variance Fairness Min-max
(x10°bps) | Rates (x10° bps) Index Ratio
Max-Min Fair
(Mathematical 0.310 10.079 0.1558 0.7181 0.1856
Model)
Max-Min Fair
(Algorithm 1) 0.310 13.545 0.5004 0.5888 0.1148
Maximum Rate- 0 15.349 1.1974 | 04346 0
Sum

5 Conclusion

In this paper we addressed the flow control problem for BE traffic in NoC systems.
We considered two objectives. First, choosing source rates (IP loads) of BE traffics so
that to accomplish flow control in response to demands at a reasonable level. Second,
maintaining Max-Min fairness for all sources. Flow control was modeled as the solu-
tion to a simple algorithmic solution to an optimization problem. The algorithm can
be implemented by a controller which admits a light communication and communica-
tion overhead. Finally, we compared the results of the proposed Max-Min fair flow
control with Rate-Sum Maximization scheme based on several criteria such as Jain’s
fairness index, max-min ratio, and etc. comparison shows using the proposed flow
control scheme, rate allocation has larger fairness index, which denotes that the aim of
the proposed flow control scheme is to allocate NoC resources in a fair manner.
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Abstract- Network on Chip (NoC) has been proposed as an
attractive alternative to traditional dedicated busses in order to
achieve modularity and high performance in the future
System-on-Chip (SoC) designs. Recently, end to end flow
control has gained popularity in the design process of network-
on-chip based SoCs. Where flow control is employed, fairness
issues need to be considered as well. In fact, one of most
difficult aspects of flow control is that of treating all sources
fairly when it is necessary to turn traffic away from the
network. In this paper, we propose a flow control scheme
which admits Max-Min fairness criterion for all sources. In
fact, we formulate Weighted Max-Min fairness criterion for
the NoC architecture and presente implementation to be used
as flow control mechanism.

Keywords: Network on Chip; flow control; Weighted Max-Min
fairness.

1. INTRODUCTION

The high level of system integration characterizing Multi-
Processor Systems on Chip (MPSoCs) is raising the
scalability issue for communication architectures. The
problems emanating from the scalability issue in the
MPSoCs have been remedied by the emergence of Network-
on Chip (NoC) architectures [1]. Due to the rapid growth of
the number of processing elements in NoCs [2], employing
efficient policies for flow control has become an inevitable
subject in the design of NoCs to provide the required
Quality of Service (QoS). A NoC must have network level
flow control in order to avoid congestion in the bottleneck
links.

Recently, QoS provisioning in NoC’s environment has
attracted many researchers and currently is the focus of
many literatures in NoC research community. NoCs are
expected to serve as multimedia servers and are required to
carry both Best Effort (BE) and Guaranteed Service (GS)
traffics. It’s trivial that such a networked architecture with
data services should have some policies to avoid congestion.
Congestion Control in data networks is known as a widely-
studied issue over the past two decades. However, it is still a
novel issue in NoC and to the best of our knowledge only a
few works have been carried out in this field.

978-1-4244-2751-2/08/$25.00 ©2008 IEEE

Many strategies for flow control have been proposed for
off-chip networks, e.g. data networks, etc. [3-5]. On-chip
networks pose different challenges. For instance, in off-chip
environments, to overcome congestion in links, packet
dropping is allowed. On the contrary, reliability of on-chip
wires makes NoCs a loss-less environment.

So far, several works have focused on this issue for NoC
architectures. In [6], a prediction-based flow-control
strategy for on-chip networks has been proposed in which
each router predicts the buffer occupancy to sense
congestion. In [7] link utilization is used as a congestion
measure and a Model Prediction-based Controller (MPC),
determines source rates. Dyad [8] controls the congestion by
using adaptive routing when the NoC faces congestion.

Where flow control is employed, fairness issues need to
be considered as well [9]. In fact, one of the most difficult
aspects of flow control is to choose a policy to
accommodate a fair rate allocation. All of the
abovementioned studies only regarded the flow control by
taking into account the constraints of the system. To the best
of our knowledge no policy to maintain fairness among
sources has been chosen.

Different flow control approaches can be classified with
respect to the fairness criteria, in favor of which rate
allocation is done. One of the famous forms of fairness
criterion is Max-Min fairness, which has been discussed in
earlier literature and described clearly in [10]. Our main
contribution in this paper is to present a flow control scheme
for Best Effort traffic in NoC which satisfies Weighted
Max-Min fairness criterion through the analysis of
mathematical model and simulation. Our framework is
mainly adopted from the seminal work [10] which presents a
basic Max-Min fairness. In this paper, we formulate
Weighted Max-Min problem for the NoC architecture.

The organization of the paper is as follows. In Section II
we present the system model and flow control problem. In
section III we present an iterative algorithm as the solution
to the flow control optimization problem. Section IV
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presents the simulation results and discussion about them.
Finally, section IV concludes the paper.

II. SYSTEM MODEL AND FLOW CONTROL PROBLEM

We consider a NoC architecture which is based on a two
dimensional mesh topology and wormhole routing. We also
assume that the NoC architecture is lossless, and packets
traverse the network on a shortest path using a deadlock free
XY routing [2].

We model the flow control in NoC as the solution to an
optimization problem. For the sake of convenience, we turn
the aforementioned NoC architecture into a mathematically
modeled network. In this respect, we consider NoC as a
network with a set of bidirectional links L and a set of
sources.S. Each source s&S consists of processing
elements, routers and input/output ports. Each link [ € L is
a set of wires, busses and channels that are responsible for
connecting different parts of the NoC and has a fixed
capacity of ¢, packets/sec. We denote the set of sources that

share link [ by S(I). Similarly, the set of links that source
passes through, is denoted by L(s).
l € L(s) ifand only if s € S(I).

s By definition,

As discussed in section 1, there are two types of traffic in
a NoC: Guaranteed Service (GS) and Best Effort (BE)
traffic. For notational convenience, we divide S into two
parts, each one representing sources with the same kind of
traffic. In this respect, we denote the set of sources with BE
and GS traffic by S, and S, respectively. Each link [ is
shared between the two aforementioned traffics. GS sources
will obtain the required amount of the capacity of links and
BE sources benefit from the remainder.

Our objective is to choose source rates with BE traffic so
that to maximize the type of weighted « -Fair function in
which o = oo. Weighted « -Fair function is define as below

[11]:
1—a

U(z,o,w) = wl—a
wlnz

a=1

)

a=1

where a > 0 is a parameter. Therefore we define our flow
control problem as below:

1-a

lim max ) w, — 2
[ Z 1—a @
subject to:
Zx‘,—&-z.@,gq viel 3)
s€Spp (1) s€86s (1)
z, >0 VselSy, 4
Optimization variables are BE source rates, i.e.

(z,, s €Sy,). The constraint (3) states that the sum of BE

source rates passing thorough link / cannot exceed its free
capacity, i.e. the portion of ¢, which has not been allocated

to GS traffic.

Problem (2) is a convex optimization problem with linear
constraints. Hence it admits a unique maximizer [12].
Treating problem (2) using such an extreme case is not
disobedient. However, the following theorem states that it
can be reduced to a well-known type of disciplined
optimization problem known as Weighted Max-Min
problem. The following definition states the formal
definition of WMMF.

THEOREM 1: «-Fair maximization problem for o = 0o
reduces to weighted max-min optimization problem, as
below [11]:

max mlgn Wz, (5)
subject to:

a4+ Y 2,<¢  VIEL (6)
$ESpr () s€50s (1)
z, >0 VseSy )

For notational convenience, we define:

u = minw,z,
s€S c

To solve the above problem, it should be converted so as
to be in the form of disciplined optimization problems [13]
as follows:

max u ®

subject to:

u<wz, VseS ®
z, < ¢ Viel (10)

s€Spp (1)

z, >0 VseSy, (11

Weighted Max-Min optimization problem is a widely-
studied problem formulation in the design of data networks.
Weighted Max-Min problem has an important property
which discriminates it from the others. The optimal solution
to the weighted max-min problem exists, a specific type of
fairness characteristic know as Weighted Max-Min Fairness
(WMMF) is admitted which will formally be defined in the
following.

DEFINITION 1: (Weighted Max-Min Fairness [14]). Given
some positive constants w, (called the “weights”),

i
z = (z,,s €8) is “Weighted-Max-Min Fair”, if and only if
increasing one componentz,must be at the expense of
some  other x, such

decreasing as

%Uf, < %Ua :

If we assumew, =1 Vs € S, WMMF will be known as
Max-Min Fairness (MMF) which will formally be defined in
the following.

DEFINITION 2: (Max-Min Fairness [14]). 4 feasible rate
allocation x = (z,,s € S)is said to be “Max-Min Fair”
(MMF) if and only if an increase of any rate within the

component !
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domain of feasible allocations must be at the cost of a
decrease of some already smaller rate. Formally, for any
other feasible allocationy , if y, > x, then there must exist

some s’ such that z, <z andy, < z,.

Depending on the network topology, a max-min fair
allocation may or may not exist. However, if it exists, it is
unique (see [14] for proof). In what follows the condition
under which the Max-Min rate allocation exists will be
stated. Before we proceed to this condition, we define the
concept of bottleneck link.

DEFINITION 3: (Bottleneck Link [14]), With our system
model above, we say that link | is a bottleneck for source s if
and only if

1. link | is saturated: Z T, + Z z, =¢
s€Spp(l) 5€8gs (1)
2. source s on link | has the maximum rate among all
sources using link I.

Intuitively, a bottleneck link for source s is a link which
limits z, .

THEOREM 2: 4 max-min fair rate allocation exists if and
only if every source has a bottleneck link.

Proof: See [14] for proof.

Any discussion of the performance of a rate allocation
scheme must address the issue of fairness, since there exist
situations where a given scheme might maximize network
throughput, for example, while denying access for some
users or sources. Max-Min fairness is one the significant
fairness criteria. Crudely speaking, a set of rates is max-min
fair if no rate can be increased without simultaneously
decreasing another rate which is already smaller. In a
network with a single bottleneck link, max-min fairness
simply means that flows passing through the bottleneck link
would have equal rates.

The most famous and simplest algorithm to solve the
max-min problem is the well-known Progressive Filling
Algorithm [10]. We would like to modify the progressive
filling algorithm as an iterative solution to the weighted
max-min problem (8) for our system model. We finally
would like to utilize it as BE flow control mechanism in
NoC. The modified version of the progressive filling as a
BE flow control mechanism is listed below as algorithm 1.

III.

Theorem 2 is particularly useful in deriving a practical
method for obtaining a max-min fair allocation, called
“progressive filling”. The idea is as follows: rates of all
flows are increased at the same pace, until one or more links
are saturated. The rates of flows passing through saturated
links are then frozen, and the other flows continue to
increase rates. All the sources that are frozen have a
bottleneck link. This is because they use a saturated link,
and all other sources using the saturated link are frozen at
the same time, or were frozen before, thus have a smaller or
equal rate. The process is repeated until all rates are frozen.
Lastly, when the process terminates, all sources have been

WEIGHTED MAX-MIN-FAIRNESS ALGORITHM

Algorithm 1: Weighted Max-Min Fair (WMMF) Flow
Control Algorithm for BE in NoC
Initialization:
1. Initialize ¢, of all links.

2. Define:
a. T as the set of sources not passing through any
saturated link.
b. B as the set of saturated links.
3. Set source rate vector to zero.
4. Initialize T = Sy, and B =@ .
Loop:

Dountil (T = @)

1. A, = min
S el-B)

Z Rz (t)

$€(Spp—T)

Z w. R,

seT

-

z(t+1) =z (t)+wl, VseT

Calculate new bottleneck links and update B .

Vs €T; if s passes through any saturated link
then T' <= T —{s}

Output:
Communicate BE source rates to the corresponding nodes.

frozen at some time and thus have a bottleneck link. Using
Theorem 2, the allocation is max-min fair.

In the sequel, we modify the progressive filling algorithm
as an iterative solution to the weighted max-min problem (8)
for our system model and based on this algorithmic solution,
we present a flow control scheme for BE traffic in NoC
systems.

Thus, the aforementioned algorithm can be employed to
control the flow of BE traffic in the NoC. The iterative
algorithm can be addressed in distributed scenario.
However, due to well-formed structure of the NoC, we focus
on a centralized scheme; we use a controller like [7] to be
mounted in the NoC to implement the above algorithm. The
necessary requirement of such a controller is the ability to
accommodate simple mathematical operations and the
allocation of few wires to communicate flow control
information to nodes with a light GS load.

IV. SIMULATION RESULTS

In this section we examine the proposed flow control
algorithms for a typical NoC architecture. In our scenario,
we have used a NoC with 4x4 Mesh topology which
consists of 16 nodes communicating using 24 shared
bidirectional links; each one has a fixed capacity of 1 Gbps.
In our scheme, packets traverse the network on a shortest
path using a deadlock free XY routing. We also assume that
each packet consists of 500 flits and each flit is 16 bit long.

In order to simulate our scheme, some nodes are considered
to have a GS data, such as Multimedia, etc., to be sent to a
destination while other nodes, which maybe in the set of
nodes with GS traffic, have a BE traffic to be sent. As stated
in section 2, GS sources will obtain the required amount of
the capacity of links and the remainder should be allocated
to BE traffics.
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We are mainly interested in investigating the fairness
properties among source rates.

A. WMMF with Various Weights

We obtained source rates using proposed algorithm in
MATLAB. Rate variation versus iteration steps for both
MMF and WMMF (with weight vector w;) flow control
schemes are shown in Fig. 1 and Fig. 2, respectively.

We solved problem (8) with different weight vectors such
as w, and w;y (due to space limit, values of weight vectors
have been omitted) to control the priority of resource
allocation. Such weighting factors can be appropriately
derived so that to designate the network resources (link
capacities) in favor of source priorities.

For the sake of convenience in comparing these schemes,
steady state source rates for all sources are depicted in Fig.
3. It is clear from Fig. 3 that with different weight vectors,
priorities of sources vary significantly and as a result,
WMMF lead to great differences in rate allocations.

B. WMMF Fairness Metrics

In order to compare the results of the proposed Max-Min
fair flow control with other fairness criteria, we have used
rate allocation based on maximizing the sum of source rates,
i.e. the so-called Rate-Sum Maximization. For comparing
the two schemes, steady state source rates for all sources are
depicted in Fig. 4. Comparing Rate-Sum and Max-Min in
Fig. 4, it's evident that although Rate-Sum criterion aims to
maximize the sum of source rates, there is no guarantee for

I vvF
[ IWMNIF with w1 -
WNMMF with W2
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Fig. 4 Comparison between Rate-Sum and Max-Min

0

-
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10 11 12 13 14 15 16 17

the rates of weak sources, i.e. ones which achieve very small
rate. Indeed, in many scenarios with Rate-Sum flow control,
such sources will earn as small as zero. On the other hand,
the weakest source in Max-Min scenario earns about 0.3
Gbps.

To compare the results of the above mentioned schemes
in more detail, we have considered four parameters featuring
the merit of the different schemes as following:

1. Least source rate

2. Variance of source rates with respect to mean
value.

3. Jain’s fairness Index (JFI) [15]

4. min-max ratio [15]

These parameters are presented in Fig. 5 and Fig 6. Jain’s
fairness Index and max-min ratio, are defined by (12) and

(13), respectively.
(Cle)

Jain's Fairness Index = . (12)
NY i,
min z,
Min-Max Ratio = — (13)
max ,

s€s

Amongst the aforementioned parameters, Jain’s Fairness
Index, Min-Max Ratio and Variance of source rates for
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MMF, WMMF (with three different weights) and Rate-Sum
schemes are depicted in Fig. 5. It is apparent that using
MMF and WMMF schemes, the variance of source rates are
considerably less than Rate-Sum, which denotes the intrinsic
fairness in these mechanisms with respect to Rate-Sum
mechanism. Smaller variance results in the larger Min-Max
Ratio and JFI; therefore MMF and WMMEF schemes have
greater Min-Max Ratio and JFIL.

To have a better insight about the influence of weights on
the MMF scheme, the rate of the weakest source for the
aforementioned scenarios is shown in Fig. 6. It’s apparent
that with pure Max-Min scheme, the weakest user obtains
the largest rate among other schemes. As the variance of
weight elements increases, the weakest source’s rate falls
rapidly. Finally, in the Rate-Sum, the rate of the weakest
source is approximately zero.

C. Rate-Region for WMMF

In order to analyze the effect of the weighting scheme in
more detail, we introduce the concept of Rate Region for the
flow control we considered in this paper. We think of a Rate
Region as a region of all possible rate tuples (z,,z,,...,2g)

|

Rate region for two Weighted Max-Min scenarios are
depicted in Fig. 7 and Fig. 8. We briefly discuss about some
heuristic insights that can be obtained from these figures.

that satisfy link capacity constraints, i.e.
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For the sake of simplicity in representing such a region,
we fix the weight of all nodes to 1 and assume the weights
of two nodes, say nodes i and j, are set to w and 2-w,
respectively. Then, by sweeping w over [0,2] interval, we
study the effect of the rate allocation on the rate of node i
and j, e.g. x; and x;. In this respect, rate region can be
depicted efficiently using a two-dimensional curve whose
axes are x; and x;. In Fig. 7, we have i=7 and j=15. It is
apparent that by varying the weight from 0 to 2, x;5 would
vary from 0 to 0.12 Gbps, however, for the source 7 such a
variation is limited to 0.04 to 0.22 Gbps. This means that in
the worst case source 7 would obtain a considerably larger
weight with regard to source 15. In fact, source 15 is more
sensitive to weight selection than source 7. Setting i=8 and
j=5 vyields the rate region depicted in Fig. 8. A similar
discussion also holds and we conclude that source 8 is more
sensitive to weighting, because the range over which its
rates varies is much larger.

Another advantage of such rate regions, which is worth
discussing, might be the selection of efficient weighting
factors which suits the demands and constraints of the
underlying system. Crudely speaking, we may study such a
S-dimensional rate region by evaluating a number of simpler
two-dimensional rate-regions, as with above, and then
determine source pairs which are highly-sensitive to weight
selection. Regarding such regions, based on the rate
demands of sources, we can obtain the appropriate point of
the region, thereby the corresponding weights.
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V. CONCLUSION

In this paper we addressed the flow control problem for
BE traffic in NoC systems. We considered two objectives.
First, choosing source rates (IP loads) of BE traffics so that
to accomplish flow control in response to demands at a
reasonable level. Second, maintaining Weighted Max-Min
fairness for all sources. Flow control was modeled as the
solution to a simple algorithmic solution to an optimization
problem. The algorithm can be implemented by a controller
which admits a light communication and communication
overhead.
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Abstract

We consider two flow control schemes for Best Effort
traffic in on-chip architectures, which can be deemed as
the solutions to the boundary extremes of a class of utility
maximization problem. At one extreme, we consider the
so-called Rate-Sum flow control scheme, which aims at
improving the performance of the underlying system by
roughly maximizing throughput while satisfying capacity
constraints. At the other extreme, we deem the Max-Min flow
control, whose concern is to maintain Max-Min fairness in
rate allocation by fairly sacrificing the throughput. We then
elaborate our argument through a weighting mechanism in
order to achieve a balance between the orthogonal goals
of performance and fairness. Moreover, we investigate the
implementation facets of the presented flow control schemes
in on-chip architectures. Finally, we validate the proposed
flow control schemes and the subsequent arguments through
extensive simulation experiments.

1. Introduction

With the advance of the semiconductor technology, the
enormous number of transistors available on a single chip
allows designers to integrate dozens of IP (Intellectual
Property) blocks together with large amounts of embedded
memory. Such IPs may be CPU or DSP cores, video stream
processors, high-bandwidth I/O, etc. Dedicated links may
lead to an irregular architecture which is difficult to reuse.
Also, shared-medium busses do not scale well, and do not
fully utilize potentially available bandwidth. As the feature
sizes shrink, and the overall chip size relatively increases, the
interconnects start behaving as lossy transmission lines. Line
delays have become very long as compared to gate delays
causing synchronization problems between cores. This trend
only worsens as the clock frequencies increase and the
features sizes decrease.

978-1-4244-3750-4/09/525.00 ©2009 IEEE

One solution to these problems is to treat systems on a
chip implemented using the Networks-on-Chip (NoC) para-
digm. Multiple concurrent connections provide much higher
bandwidth in Networks. Also, regularity enables design
modularity, which in turn provides a standard interface for
easier component reuse and better interoperability. Overall
performance and scalability increase since the networking
resources are shared [1]. Due to the rapid growth of the
number of processing elements in NoCs [2], employing
efficient policies for flow control has become an inevitable
subject in the design of NoCs to provide the required Quality
of Service (QoS). A NoC must have network level flow
control in order to avoid congestion in the bottleneck links.

Recently, QoS provisioning in NoC’s environment has
attracted many researchers and currently is the focus of many
literatures in NoC research community. NoCs are expected
to serve as multimedia servers and are required to carry both
Best Effort (BE) and Guaranteed Service (GS) traffics. It’s
trivial that such a networked architecture with data services
should have some policies to avoid congestion. Congestion
Control in data networks is known as a widely-studied issue
over the past two decades. However, it is still a novel issue
in NoC and to the best of our knowledge only a few works
have been carried out in this field.

In this paper, we focus on the flow control for BE traffic
as the solution to an optimization problem. In our previous
work [3], we have modeled desired BE source rates as
the solution to a utility-based optimization problem with
a general form utility function and solved the problem
using Newton method. In [4], we also considered this issue
via Rate-Sum optimization problem and used a different
approach to solve it. In this paper, we mainly focus on
the two extreme cases of the utility optimization approach
which lead to different performance and fairness properties.
In the first view, in this paper we present two flow control
mechanisms for BE traffic in NoC which are derived for
the extreme cases of utility definition in [3]. These flow
control schemes exhibit different fairness and performance
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properties. In another view, investigating and balancing the
tradeoff between such conflicting properties is the other
contribution of ours in this paper.

The organization of the paper is as follows. In Section 2
we will briefly review the most significant works on this
subject. In Section 3, we present the system model and
problem formulation. In Section 4 we focus on the Rate-Sum
problem and propose a flow control for BE as an iterative
solution to it. In Section 5 we consider the Max-Min problem
along with the concept of the Max-Min fairness and present
another BE flow control mechanism. Section 6 is devoted to
the discussion about the fairness and performance tradeoff
for the presented flow control mechanisms and presents a
remedy to balance between them. Section 7 presents the
simulation results and discussion about them. Finally, the
Section 8 concludes the paper.

2. Related Works

In this section, we briefly review the most significant
works focused on this issue.

Flow control for data networks is a widely-studied is-
sue [5]-[7]. A wide variety of flow control mechanisms
in data network belongs to the class of End-to-End flow
control schemes, like TCP/IP, which mainly act based on
the window-based protocols. In this method, sent packets
are subject to loss and the network must aim to provide an
acknowledgment mechanism. On the other hand, On-chip
networks pose different challenges. The reliability of on-
chip wires and more effective link-level flow-control makes
NoC a loss-less environment. Therefore, there is no need
to utilize acknowledgment mechanisms and we face to a
slightly different concept of flow control.

So far, several works have focused on this issue for
NoC architectures. Dyad [8] controls the congestion by
using adaptive routing when the NoC faces congestion.
However this method can not guarantee that congestion is
solved (i.e. the alternative paths might also be congested).
In [9], a prediction-based flow-control strategy for on-chip
networks is proposed in which each router predicts the buffer
occupancy to sense congestion. In [10] link utilization is
used as a congestion measure and a Model Prediction-based
Controller (MPC), determines source rates. The authors in
[10] state that their work is more complete than [9] because
in [9] the router buffer filling information is used for toggling
the sources while their approach allows both toggling and
fluent control of loads offered by IPs.

To the best of our knowledge, none of the aforemen-
tioned works have dealt with the problem through utility
optimization approach. As mentioned in [11], our approach
has little control overhead than [10] because in [10] the
link utilization measurements are periodically performed by
hardware probes and are transported to a controller by GS
connections while in our approach control packets are sent

to the controller only when a flow enters to the network or
exits from it. Besides, since we do not need any hardware
probes, costs of hardware implementation is reduced.

3. System Model and Flow Control Problem

‘We consider a NoC architecture with wormhole switching.
In wormhole switching networks, each packet is divided
into a sequence of flits which are transmitted over physical
links one by one in a pipeline fashion. A hop-to-hop credit
mechanism guarantees that a flit is transmitted only when
the receiving port has free space in its input buffer. We also
assume that the NoC architecture is lossless, and packets
traverse the network on a shortest path using a deadlock
free XY routing [2].

We model the flow control in NoC as the solution to
a utility-based optimization problem. We turn the afore-
mentioned NoC architecture into a mathematically modeled
network, as in [12]. In this respect, we consider NoC as a
network with a set of bidirectional links £ = {1,2,...,L}
and a set of sources S = {1,2,...,5}. A source consists of
Processing Elements (PEs), Routers and Input/Output ports.
Also, each link | € £ has a fixed capacity of ¢; bits/sec
and is a set of wires and channels that are responsible for
connecting different parts of the NoC. We denote the set
of sources that share link ! by S(l). Similarly, the set of
links that source s passes through, is denoted by L(s). By
definition, s € S(I) if and only if I € L(s).

As presented before, two classes of traffic are considered
in a NoC: Guaranteed Service (GS) and Best Effort (BE).
For notational convenience, we represent BE and GS traffic
rates by =5 and y,, respectively. The two classes flow over
a link by sharing its capacity as following: GS traffic will
obtain the required amount of link capacity and BE traffic
can benefit from the remainder.

Our objective is to choose source rates with BE traffic
so as to maximize the sum of utilities of BE sources.
We assume that source s when transmitting BE packets at
rate =5 bps, achieves a utility equal to Ug(zs). Thus, the
optimization problem can be formulated as below:

max Us(z5) (1)
subject to:
> witys<a; VIEL @
seS(l)
zgs > 0; VseS 3)

where optimization variables are BE rates, which in vector
form are denoted by x = (z5,s € S) and belong to R7.
(%i denotes nonnegative real).

The constraint (2) simply states that the sum of BE
rates passing through link / cannot exceed its free capacity,
i.e. the portion of ¢; which hasn’t been dedicated to GS
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traffic. Constraint (2) is equivalent to the case in which the
maximum capacity of links can be used. Such an assumption
may not hold in general unless the buffering space at each
router tends to infinity. Although, such an assumption may
seem restrictive, it will be useful in the sense that it yields
the upper bound of the achievable source rate. Moreover,
we argue that one of the advantages of applying a flow
control mechanism is to efficiently allocate source rates
so as to better utilize the maximum capacity of links.
Therefore, using flow control, we can avoid buffer shortage
by efficiently limiting the injection rates of nodes, and
therefore, we shift from a buffer-restricted regime towards a
link capacity-limited regime.

Problem (1) is such a general form is a Utility Maximiza-
tion Problem. Based on the convex optimization theory, for
such a problem to have a unique optimal point, U should be
positive, concave and strictly increasing [12]. Several candi-
dates for Uy exist for which the aforementioned conditions
hold. Amongst them, presumably a-Fair functions are the
most significant ones as they have nice properties in terms
of economically fair behavior.

In this paper, we consider problem (1) with the class of
a-Fair utility functions, defined as below [13]:

zt~« 1
U —{ I-a aF 4
(@,2) { Inz a=1 @

where o > 0 is a parameter. With the aforementioned
choice of utility function, problem (1) is a convex opti-
mization problem with linear constraints. Hence it admits
a unique maximizer [14][15]. For notational convenience,

we define:
G =c— Z Ys (©)
seS(l)

Although ¢; denotes the usable link capacity, with a
slight abuse of definition, hereafter we will refer to ¢ as
the link capacity. Moreover, similar to BE rate vector, we
represent link capacity vector as & = (¢;,1 € £). Finally, to
avoid confusing with summations indices, we define Routing
matrix as R = [Rys]Lxs, where Ry is defined as:

Rls:{ é ifl e L(s)

otherwise

In this paper, we mainly focus on the two extreme cases;
i.e. « = 0 and oo — oo which lead to performance tradeoffs
in rate allocation. In the sequel, we first focus on the case of
a = 0 for which problem (1) reduces to the so-called Rate-
Sum Maximization and then investigate the case of & — oo
for which problem (1) converts to the so-called Max-Min
problem.

6)

4. Rate-Sum Flow Control

In this section, we consider the case of @ = 0 and solve
the accordingly-derived Rate-Sum Maximization problem

Algorithm 1: Maximum Rate-Sum Flow Control Algorithm for BE

Initialization:
1. Initialize ¢; of all links.
2. Set source rate vector to zero.
3. Specify an appropriate value for €.

Loop:
Do until (maxses | zs(t + 1) — zs(t) [< €)

1. Vs € S : Compute new source rate:
x(t+1) = x(t) +v()u(x(t))

a

e and

where ~(t) can be selected as y(t) =

_J/1 Ysesw rst) < é, Vi
u(x(t) = { ~“RTe Sesq @s(t) > ¢, 3

Output:
Communicate BE source rates to the corresponding nodes.

in an iterative manner. We finally present a flow control
algorithm for BE source rates based on the iterative solution.

Regarding problem (1), it’s apparent that by substituting
a = 0, problem (1) can be rewritten as:

max ¥, @)
o seS
subject to:
Rx<e ®)
zs > 05 seS8 ©

We will solve this problem using Gradient Method for
constrained problems [14]. The Projected Gradient Method
for constrained problems is very similar to the original
one which only applies to unconstrained problems [14][15].
Therefore, the update equation to solve problem (7) is given
by:

x(t +1) = x(t) + y(t)u(x(t) (10)

where ~(t) is a diminishing step-size rule which
satisfies specific conditions [14]. One typical example
is v(t) = a/(b+1t), where a > 0 and b > 0, which we have
used in this paper. u(x(t)) is given by:

[t Ysesy Ts(t) <6, Vi
u(X(t)) - { —RTEI/ ZSES(Z) -’L‘s(t) > (’:l7 el
1D

where ey is the I’-th unit vector of 3% space which is zero
in all entries except the !’-th at which it is 1.

Equations (10) and (11) together form an iterative algo-
rithm to solve Rate-Sum Maximization problem (7). Algo-
rithmic realization of the proposed flow control algorithm
for BE traffic is listed as Algorithm 1.
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5. Max-Min Flow Control Problem

In this section, our focus is on the case of o« — oo. First,
we show that the corresponding problem can be construed as
a Max-Min problem which can be solved using Progressive
Filling algorithm [16]. Finally, Based on this algorithm,
we present a flow control algorithm for BE source rates.
Considering problem (1), it’s apparent that when « tends to
the infinity, we have

l1-a

. Ty
max im D T 2
sES
subject to:
Rx <¢ (13)
zs > 05 seS (14)

Problem (12) in such an extreme case is disobedient. How-
ever, the following theorem states that it can be reduced to
the well-known Max-Min optimization problem.

Theorem 1: The maximization problem (12) reduces to
the Max-Min optimization problem, as below

max min (15)
Ts sES
subject to:
> Riw.<é; Vel (16)
zs > 0; VseS 17)

Proof: Proof is omitted due to space limit.

Max-Min optimization problem is a widely-studied prob-
lem formulation in resource management scenarios such
as rate allocation in data networks. This is mainly due to
an important property, which is inherent in the Max-Min
problem, and discriminates it from the others. The optimal
solution to the max-min problem, if exists, admits a specific
type of fairness characteristic known as Max-Min Fairness
(MMF), which will formally be defined in the sequel.

Definition 1: (Max-Min Fair [17]) A feasible rate alloca-
tion (zs,s € S) is said to be Max-Min Fair (MMF) if and
only if an increase of any rate within the domain of feasible
allocations must be at the cost of a decrease of some already
smaller rate. Formally, for any other feasible allocation y,
if ys > s then there must exist some s’ such that rs < x4
and y, < .

Depending on the network topology, a Max-Min fair allo-
cation may or may not exist. However, upon its existence, it
is unique (see [17] for proof). In what follows the condition
under which the Max-Min rate allocation exists will be
stated. Before we proceed to this condition, we must define
the concept of bottleneck link.

Definition 2: (Bottleneck Link [17]) A link 1 is said to be
a bottleneck for source s if and only if:

Algorithm 2: Max-Min Fair Flow Control Algorithm for BE

Initialization:

. Initialize ¢; of all links.

2. Define:
a. T as the set of sources not passing through any saturated link.
b. B as the set of saturated links.

. Set source rate vector to zero.

. Initialize 7 = S and B = 2.

—

NN

Loop:
Do until (T = @)

L As =minec_p)lla — Xes—7) Bists (1) /2 se7 Rus
2.z5(t+1)=azs(t) +As, VseT

3. Calculate new bottleneck links and update B.

4.Vs € T if s passes through any saturated link then
T<T-—{s}

Output:
Communicate BE source rates to the corresponding nodes.

1) link lis saturated; i.e. Y Ris(vs +ys) =
2) Source s on link | has the maximum rate among all
sources passing through this link.

Intuitively, a bottleneck link for source s is the link which
limits x.

Theorem 2: A MMF rate allocation exists if and only if
every source has a bottleneck link.

Proof: See [17] for proof.

The most famous and simplest algorithm to solve the
Max-Min problem (15) is the well-known Progressive Filling
Algorithm [16].

‘We would like to employ the progressive filling algorithm
as an iterative solution to the max-min problem (15). Similar
to (7), we finally would like to utilize it as a BE flow control
mechanism in NoC. The modified version of the progressive
filling as a BE flow control mechanism is listed below as
algorithm 2.

Algorithm 1 and 2 can be used as centralized flow control
mechanisms for BE sources in NoC. In this regard, we
consider a simple controller that can be embodied by the
NoC, whether as a separate hardware module or as a part
of its operating system, which is responsible for running
the algorithms. From computational complexity point of
view, such a controller must have the ability of carrying out
simple mathematical and logical operations, as in Algorithm
1 and 2. Another issue worth considering is the mechanism
with which the controller communicates with sources. Since
we would like source rate information being communicated
without delay and loss, we send them by GS connections to
assure that this communication is not subject to congestion.
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6. Throughput-Fairness Tradeoff

So far, we have presented two different flow control
schemes for BE traffic in NoC. The first one, i.e. Rate-Sum
scheme, has been designed to maximize the aggregate source
rates. With a slight abuse in the definition of throughput
in lossless scenarios, as in NoC, we partly interpret the
aggregate of source rate as the throughput of the system.
In this respect, Rate-Sum flow control scheme might be
construed as one whose aim is to maximize the throughput
while simultaneously satisfying link capacity constraints.
On the other hand, Max-Min scheme is responsible for
maintaining Max-Min fairness among source rates while
satisfying capacity constraints.

Any discussion of rate allocation must address the two
conflicting issues:

1) Throughput as the measure of the efficiency of the
network performance.

2) Fairness to guarantee that network resources have
been allocated to transmitting sources in accordance
to a specified fairness metric.

Conflicting with each other, the two mentioned issues are
in the extremes of performance spectrum which cannot be
simultaneously obtained. Indeed, with the exception of few
trivial networking scenarios, there isn’t any rate allocation
mechanism that can simultaneously realize both optimal fair-
ness and optimal throughput. In fact, any such mechanisms
can be seen as providing a tradeoff between throughput and
fairness metric. Roughly speaking, boosting one of them will
be at the expense of alleviating the other.

One efficient and straight-forward way to establish a
tradeoff between throughput and fairness is to introduce
weight factors to the underlying optimization problems, i.e.
by replacing x5 with wsx, in problem (7) and (15). w; is
the weight assigned to source s which determines its priority
of rate allocation with respect to other sources. Intuitively,
each source upon increase of his weight will obtain more
network resources.

As the focus of problem (7) (problem (15)) is on through-
put maximization (maintaining max-min fairness) under
capacity constraints, the perception of such tradeoffs could
not be attained directly. In order to provide more insights,
we employ several well-known measures which are defined
based on the statistical properties of a rate allocation. In fact,
they are defined to quantify performance and fairness factors
for a rate allocation vector, regardless of its underlying
allocation strategy. Such statistical measures can be further
used to compare the inherent tradeoff in different flow
control schemes.

Due to space limit, we only introduce the most sig-
nificant one, i.e. Jain Fairness Index [18], which is a
widely-addressed index for measuring the fairness main-
tained amongst the individuals of a rate allocation scenario.

Jain Fairness Index, which hereafter will be abbreviated as
JFI, is defined as [18]:

2
(25:1 ‘TS)
S 25:1 3
It can be proven that JFI for positive rate vectors always
falls within [0,1] interval. JFI can be interpreted as a positive
fraction which reflects the efficiency of fairness maintained
between rate elements. Unity and 1/S correspond to the
most fair and the least fair cases, respectively.

JFI and throughput together can be used as two simple
and efficient measures for quantifying the tradeoffs between
performance (throughput) and fairness in any rate allocation
scheme. In the next section, we utilize JFI as a fairness
measure for different examined scenarios.

JFI = (18)

7. Simulation Results

In this section we examine the proposed flow control algo-
rithms for a typical NoC architecture. Using MATLAB, we
have simulated a NoC with 4x4 Mesh topology consisting
of 16 nodes communicating using 24 shared bidirectional
links; each one has a fixed capacity of 1 Gbps. In our
scheme, packets traverse the network on a shortest path using
a deadlock free XY routing. We also assume that each packet
consists of 500 flits and each flit is 16 bits long.

35 - . . .
35 eeemmmemmmmmmmmmmmmms B
251 4
g
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®
@
R |
i .
! Source 4 1
----Source 9
05| —e— Source 10 4
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herations
Figure 1. Source Rates vs. lteration Steps for Rate-
Sum

In order to simulate our scheme, some nodes are consid-
ered to have a GS-type traffic (such as Multimedia, etc.) to
be sent to a destination while other nodes, while others have
a BE traffic.

7.1. Comparison Between Rate-Sum and Max-Min
We obtained source rates using proposed algorithms in

MATLAB. The evolution of source rates versus iteration
steps for both Rate-Sum and Max-Min Fair flow control
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Figure 3. Comparison between Rate-Sum and Max-Min

schemes are shown in Fig. 1 and Fig. 2, respectively. These
figures show that after passing enough iteration steps, the
proposed algorithms converge to their steady state points.
For the sake of convenience in comparing the two schemes,
steady state source rates for all sources are depicted in Fig.
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Figure 4. Source Rates vs. Iteration Steps for Weighted
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Figure 5. Source Rates vs. Iteration Steps for Weighted
Rate-Sum with ws

3. Comparing Rate-Sum and Max-Min in Fig. 3, it’s evident
that although Rate-Sum criterion aims at maximizing the
sum of source rates, there is no guarantee for the rates
of weak sources, i.e. those which achieve very small rates.
Indeed, in many scenarios with Rate-Sum flow control, such
sources will obtain as small as zero. On the other hand,
the weakest source in Max-Min scenario obtains about 0.3
Gbps. Also, it is clear that the variance of Max-Min scheme
is evidently less than that of Maximum Rate-Sum (MRS)
scheme, which in turn implies the inherent fairness in the
Max-Min rate allocation.

From Table 1 we realize that rate allocation with Maxi-
mum Rate-Sum criterion, yields greater aggregate rate than
Max-Min Fair. However, as discussed above, Max-Min Al-
gorithm guarantees that the rate allocation is Max-Min fair,
and hence the minimum source rate wouldn’t be greater with
any other feasible rate allocation and therefore rate allocation
is carried out in favor of such weak sources. On the contrary,
Maximum Rate-Sum has no guarantee for such sources and
as a result, the weakest source, has achieved as small as
zero.

7.2. Influence of Weight Factors

In order to have much more flexibility to balance between
throughput and fairness, we introduce two weight factors,
w; and we to determine the priority of resource allocation.
Due to space limit, values of weight factors have been
omitted. Such weight factors can be appropriately derived so
as to designate network resources (link capacities) in favor

Table 1. Comparison between MRS and MMF
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Max-Min Fair Rate-Sum
Latest Rate 0.310 x 10 0
Sum of Source Rate | 10.079 x 10 15.349 x 10
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of throughput or fairness. In this respect, we have consid-
ered four additional scenarios featuring Weighted Rate-Sum
(WMRS) and Weighted Max-Min (WMMF) schemes. The
corresponding rate allocations are depicted in Fig. 4-7. From
these figures, it is apparent that different weight factors have
led to different rate allocations.

7.3. Fairness Metrics

To compare the results of the above mentioned schemes
in more detail, we have considered four parameters featuring
the merit of the different schemes as following:

1) Variance of source rates with respect to mean value

2) Jain’s fairness Index (JFI) [18]

3) Min-Max ratio [18]

The Min-Max ratio is defined as (19).
minsES Ts

Min-Max Ratio = (19)

maXses Ts

The aforementioned parameters for MMF, WMMF (with
two different weights), MRS and WMRS (with two different

8L 4

o

Compared Parameters

0.2 : 4

MMF WMMF with W1 WMMF with W2 MRS WMRS with W1 WMRS with W2

Figure 8. Different Parameters for Different Scenarios

weights) schemes are depicted in Fig. 8. It is apparent
that using MMF and WMMF schemes, the variance of
source rates are considerably less than MRS and WMRS,
which denote the intrinsic fairness in these mechanisms with
respect to MRS and WMRS mechanisms. Smaller variance
results in the larger Min-Max Ratio and JFI; therefore MMF
and WMMEF schemes have greater Min-Max Ratio and JFL

8. Conclusion

In this paper we addressed the problem of flow control
for BE traffic in NoC architectures. We considered two
extreme cases of the family of a-Fair utility maximization
problems, whose solutions led to two iterative flow control
algorithms for BE traffics. These extreme cases were 0-
Fair and oo-Fair, which are semantically connected to the
throughput-optimal and fairness-optimal scenarios, respec-
tively. These schemes aim at achieving two extreme goals:
the first one, MRS aims at maximizing rate-sum (throughput)
of the system, while the second, MMF aims at allocating
resources in favor of weak sources. We focused on the
concept of weight factors to remedy the problem of weak
sources in MRS and the problem of throughput inefficiency
in MMF. Simulation experiments validated that introducing
appropriately-assigned weight factors, could efficiently com-
promise between throughput and fairness, making proposed
flow control algorithms suitable for realistic scenarios.
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Abstract—We have proposed (o, p)-based flow regulation to
reduce delay and backlog bounds in SoC architectures, where o
bounds the traffic burstiness and p the traffic rate. The regulation
is conducted per-flow for its peak rate and traffic burstiness. In
this paper, we optimize these regulation parameters in networks
on chips where many flows may have conflicting regulation re-
quirements. We formulate an optimization problem for minimizing
total buffers under performance constraints. We solve the problem
with the interior point method. Our case study results exhibit 48%
reduction of total buffers and 16% reduction of total latency for
the proposed problem. The optimization solution has low run-time
complexity, enabling quick exploration of large design space.

I. INTRODUCTION

Integrating IPs into a SoC infrastructure presents challenges
because (1) traffic flows from IPs are diverse and typically have
stringent performance constraints; (2) the impact of interferences
among traffic flows is hard to analyze; (3) due to the cost and
power constraint, buffers in the SoC infrastructure must not
be over-dimensioned while still satisfying performance require-
ments even under worst case conditions.

The admission of traffic flows from source IPs into the SoC in-
frastructure can be controlled by a regulator rather than injecting
them as soon as possible [1]. In this way, we can control Quality-
of-Service (QoS) and achieve cost-effective communication. To
lay a solid foundation for our approach, flow regulation has been
based on network calculus [2]. By importing and extending the
analytical methods from network calculus, we can obtain worst-
case delay and backlog bounds. In [3], we implemented the
microarchitecture of the regulator and quantified its hardware
speed and cost. The aim of this paper is to optimize the regulator
parameters including peak rate and traffic burstiness of flows by
formulating an optimization problem.

Silicon area and power consumption are two critical design
challenges for NoC architectures. The network buffers take up
a significant part of the NoC area and power consumption;
consequently, the size of buffers in the system should be
minimized. On the other hand, buffers should be large enough
to obtain predictable performance. It means that, there is a
trade-off between buffer size and performance metrics. Hence,
we address an optimization problem of minimizing the total
number of buffers subject to the performance constraints of the
applications running on the SoC. Finally, we show the benefits
of the proposed method and quantify performance improvement
and buffer size reduction.

The remainder of this paper is organized as follows. Section II
gives account of related works. In Section III, we introduce
the flow regulation concept along with the basics of Network
Calculus. Section IV discusses the underlying system model.

Section V formulates the minimizing buffer optimization prob-
lem. Our simulation results are described in Section VI. Finally,
Section VII gives the conclusions.

II. RELATED WORK

NoC based SoC architectures are often designed for a specific
application or a class of applications. Thus, designers customize
it for a specific application to achieve best performance, and
cost trade-offs. The authors in [4] show the advantage of the
topological mapping of IPs on the NoC architectures. In [5], the
network topology customization and its effects on the system
are considered. In [6], the authors investigate the customized
allocation of buffer resources to different channels of routers.
Actually, these works strived to distribute a given budget of
buffering space among channels. Also, they are based on the
average-case analysis which is not appropriate for a system with
hard real-time requirements.

The presented work in this paper follows a different direction
by addressing an optimization problem to find the minimum total
buffering requirements while satisfying acceptable communica-
tion performance. Also, our method is presented based on tight
worst-case bounds derived by network calculus. Therefore, it is
suitable for real-time system designs.

III. THE CONCEPTS OF FLOW REGULATION
A. Network Calculus Basics

In network calculus [2], a flow f;(t) represents the accumu-
lated number of bits transferred in the time interval [0,¢]. To
obtain the average and peak characteristics of a flow, Traffic
SPECification (TSPEC) is used. With TSPEC, f; is charac-
terized by an arrival curve oj(t) = min(L; + pjt, o5 + p;t)
in which L; is the maximum transfer size, p; the peak rate
(pj = pj), o; the burstiness (o; > Lj), and p; the average
(sustainable) rate that we denote it as f; o (Lj,pj,05,p;).
The burstiness also is a important case among these parameters
because a flow with low average rate and unlimited burst size
can incur an unlimited delay on its own packets.

The abstraction of service curve is used in Network calculus
to model a network element processing traffic flows. A well-
formulated service model is the latency-rate function Spr =
R(t —T)*, where R is the minimum service rate and 7T is the
maximum processing latency of the node [2]. Notation z7 = =
if z > 0;2™ = 0, otherwise.

According to [2], the maximum delay and the buffer required
for flow j are bounded by Eq. (1) and (2), respectively.

_ Li+0:(p; —R)*
D; = i+ J(}Z;] ) LT M
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B]' =0 +pjT+(9j 7T)+[(pj 7R)+ — Dy +pj] 2)

where 0; = (0 — L;)/(pj — p;)- The output flow f; is bounded
by another affine arrival curve o} (t) = (0+p;T)+p;t, 0; < T}

a2 (8) = min((T + t)(min(pj, R)) + L; + 6,(p; — R)* (05 +
pjT) + ,D]‘t), 9]' >T.

B. Regulation Spectrum

Ji=L.p;010) | Regulator | i <Ly Py:0-P)

ie, : (pR, »Op, )

Fig. 1. Flow regulation

TSPEC can also be used to define a traffic regulator. Fig. 1
shows that an input flow f; reshaped by a regulation component
Rj(pR],JRj) results in an output flow fr.. We assume the
regulator has the same input and output data unit, fliz, and the
same input and output capacity C flits/cycle. We also assume
that f;’s average bandwidth requirement must be preserved.
The output flow fg, is characterized by the four parameters
(Lj,pR;,0R;,p;), Where pr, € [p;,pj], or;, € [Lj,05]. f;
can be losslessly reshaped by the regulator, meaning that fr;
has the same L and average rate p as f;. The two intervals
Pr; € [pj,p;] and og; € [L;,0;] are called the regulation
spectrum, where the former is for the regulation of peak rate and
the latter for the regulation of traffic burstiness. We implemented
microarchitecture of the regulator and quantified its hardware
speed and cost in [3]. Selecting appropriate pr; and op; is very
effective in performance and cost of communications.

IV. SYSTEM MODEL
A. Assumptions and Notations

We consider an NoC architecture which can have different
topologies. Every node contains an IP core and a router with
p+ 1 input channels and ¢ + 1 output channels. NIs provide an
interface between IPs and the network. Note that the presence
of NIs is the consequence of using a network not regulators.
Regulators are inserted between the source IP and NI and their
number is the same as the number of flows originating from
that node. We presume the number of Virtual Channels (VCs)
for each Physical Channel (PC) is the same as the number
of flows passing through that channel. Fig. 2 shows required
buffers of flows f; and fy from different sources to the same
destination. The following analysis on buffer requirements of
flows is illustrated by this figure. Although in this paper we
have focused on the output buffers of switches, our method can
be easily adapted to input buffers, too. We also assume that the
NoC architecture is lossless, and packets traverse the network
in a best-effort fashion using a deterministic routing.

We consider NoC as a network with a set of bidirectional
channels L, a set of sources S and a set of flows F. Each
physical channel ¢ € L has a fixed capacity of ¢;, flits/cycle.
We denote the set of flows that share channel ¢ by Fj, and their
number is denominated as n;,. Similarly, the set of channels
that flow j passes through, is denoted by Ly, and their number
is denominated as ny,. By definition, j € Fj, if and only if
i €L fi-

fre<Lys P63, p) fro<(Ly, Py 03 )

e —— Destination IP
Source IP [ Source IP ﬁu
¥ v [
= — NI
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Fig. 2. An example of required buffers for two flows

B. The Analysis of Network Elements
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Fig. 3. Shared channel

Fig. 3 depicts a channel /; allocated to n;, flows. Since
the arbitration policy determines how much the flows influence
each other, it has to be known. We assume that the channel
access is arbitrated with a round robin policy. Assuming a fixed
word length of L,, in all of flows, round robin arbitration
means that each flow gets at least a ¢;,/n;, of the channel
bandwidth. A flow may get more if the other flow uses less,
but we now know a worst-case lower bound on the bandwidth.
Round robin arbitration has good isolation properties because
the minimum bandwidth for each flow does not depend on
properties of the other flow. We can model a round robin arbiter
of channel /; as a latency-rate server [7] that its function is as
Br,, m, = Ri,(t = T),)". Ry, and T}, are defined as following:

R, =% 3)

7, = (ni, — 1)Ly, @
c,

Fig. 4 shows a traffic flow f; after regulation which is called
fr, and is passing through adjacent channels. Every channel
l; € Ly, can be modeled as a latency-rate server with service
curve B, 1, -

Assuming node k is destination of flow j, the ejection channel
multiplexer of this node also can be modeled as a latency-rate
server Bg,, ., . If processing capacity of the multiplexer is
considered as ¢y, flits/cycle, it offers minimum service rate R,,,,
fits/cycle and the maximum delay 7, cycles for each flow as
following:

k

L, <Ly Dy 0% . P) Lo, LDy Gy P)

)

fo, <Ly Dy 0. P;)

R, T,

fR"M(LJ’pR‘vo-R"ﬂp]> ﬁ
- =X Bl i,

Fig. 4. Modeling each network element as a latency-rate server
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ng,
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7, = (e~ Dk ©)

Cmy,

where ng, is the number of flows with destination node k.
V. BUFFER SIZE OPTIMIZATION PROBLEM

A. Tight Worst-Case Bounds for Each Flow

Let us assume that flow j passes through the regulator and sev-
eral network elements offering each a latency-rate service curve.
For determining the delay and backlog due to the regulation, the
impact of it on the behavior of IPs should be considered. One
is that IPs are stalled and therefore, there is no queuing buffer
at the regulator. In the other case which is considered in this
work, IPs are not stalled and the regulators use buffers to store
transactions. This can reduce back-pressure at the expense of
buffering cost. Let DTegj and Breg] be the delay and backlog
for flow j, respectively. We have B,..,;, = Ao = 0j — or;,
which is the difference between the input and output burstiness
of the regulator, and Di.c,; = Aoj/p; [1].

For calculating tight worst-case bound on backlog along the
network, the sum of the individual bounds on every element
is computed. Thus, required buffer in network for flow j is
bounded as following:

Bj = Z B Ji + Bm]

i€y,

(7

where B]-i is upper bound on the buffer of flow j for each
i € Ly, and Bm] is maximum required buffer for the multiplexer
of the destination node of flow j. B_,vi and B,M can easily be
obtained by Eq. (2). Finally, the buffer requireménts for the flow
j is bounded by By, + B;.

For obtaining tight worst-case delay bound along the network,
we use the theorem of Concatenation of network elements [2].
Given are two nodes sequentially connected and each is offering
a latency-rate service curve Sgr,71,, ¢ = 1 and 2, can be
represented as a single latency-rate server as follows:

(®)
‘We can model all network elements on a given flow as a single
latency-rate server /3 R.,.T., with following charactericts:

BR1. 71y @ BRy. Ty = Bmin(Ry,Ra), Ty +To

. . C Cm
R, — oy Cme 9
: mm(mzm,,gLf](ml) e )
— 1)L, — 1)L
1, = Y0 (s Dl (o = Dl 10)

C C
LELS; 1; mi

Based on a corollary of this theorem which is known as Pay
Bursts Only Once [2], the equivalent latency-rate server is used
for obtaining worst-case delay bound. Therefore, according to
(1), (9) and (10), the maximum delay for the flow j in network
is bounded by Eq. (11).

D — Lj+0r,(pr, — Re,)"
7 R,

where d,, is delay for propagation in a channel which is assumed

identical for all channels. Therefore, ny;d,, is propagation delay
IR; —L

+Te] +nfjd,, (11)

’ . Hence, the
PR;—P;

maximum delay for the flow j is bounded as: Dy..g; + Dj.

in whole network for flow j and 0, =

B. Problem Definition

As stated before, our objective is to choose output peak
rate and traffic burstiness of regulators for each flow so as to
minimize the buffer requirements while satisfying acceptable
performance in the network. Thus, the minimization problem
can be formulated as:

min Y Breg, + B; 12)
PR;OR; V,eF
subject to:
Dieg, + Dj < dj; Vfj €F 13)
pi < Pr; < Pj; vf; € F (14)
LjSO—RJ S(fj; vaEF (15)
Bj>0; VfjeF (16)

PR, and og, are optimization variables and d; is the maximum
delay that flow j can suffer in the network. Since we measured
the flow performance in terms of its latency, we can consider
d; as a criterion of minimum guaranteed performance for flow
j. It is clear that by following the above mentioned equations,
we can understand the effect of optimization variables on the
objective function and all constrains of the defined problem.

In the literature, problem (12) is called a nonconvex Non-
Linear Programming (NLP) problem [8]. There are different
methods for solving this kind of optimization problems. In
particular, we will use the Interior Point method [8] [9] to solve
it.

VI. EXPERIMENTAL RESULTS

A. Experimental Setup

To evaluate the capability of our method, we applied it to a
real application provided by Ericsson Radio Systems which are
mapped to a 4 x 4 2D mesh network. Although the experiments
are performed on a mesh, our method is topology independent.
In this work, the proposed analytical model is implemented
in MATLAB and throughout the experiments, we consider an
SoC with 500 MHZ frequency, 32 flits packets and 32 bits
flits. We also assume that packets traverse the network on a
shortest path using a deadlock free XY routing. As mapped
onto a 4 x 4 mesh in Fig. 5, this application consists of 16
IPs. Specifically, ns, n3, ng, ng, mig, and mny; are ASICs;
ni, N7, Ni2, N3, Nia, and N5 are DSPS; ns, Ng, and N6
are FPGAs; n, is a device processor which loads all nodes
with program and parameters at startup, sets up, and controls
resources in normal operation. Traffic to/from n, is for system
initial configuration and no longer used afterward. There are 26
node-to-node traffic flows that are categorized into nine types of
traffic flows {a,b,c,d, e, f, g, h,i}, as marked in the figure. The
traffic flows are associated with a bandwidth requirement.

TABLE 1
COMPARISON OF THE REQUIRED BUFFER BETWEEN DIFFERENT SCHEMES
Network Buffer | Regulator Buffer | Total Buffer
Without Reg. 421 0 421
Unoptimized Reg. 400 46 446
Optimized Reg. 196 21 217
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Fig. 5. Ericsson radio systems application

B. Buffer Size Optimization

Tables I and II, respectively, depict the maximum buffer
requirements and delay for three schemes: In without regu-
lation, there is no regulator; in unoptimized regulation, there
is a regulator but it works on the worst-case with respect to
buffer requirements; optimized regulation works based on the
proposed minimizing buffer problem (12). From these tables,
we can see that the optimized regulation scheme leads to a
48% reduction in total maximum required buffer and 16% in
total maximum delay when compared with the without regu-
lation scheme. Furthermore, these tables show that generally
the regulator decreases the maximum buffer and delay in the
network because of reducing the contention for shared resources.
However, the unoptimized regulation scheme does not arrange
these parameters appropriately; consequently, buffer area and
packet latency in the regulator are increased to the extent that
total buffer requirements and delay in this scheme become more
than the without regulation scheme.

To go into more detail, we depict maximum required buffer
and delay of each flow for these schemes in Fig. 6 and 7,
respectively. Regarding Fig. 6, it is apparent that in the network
with the proposed regulator, most flows require less buffer and
also, as mentioned in Table I, total required buffer in this scheme
is just a little more than half of it in the network wihout regulator.
Also, Fig. 7 shows that regulated flows can experience longer
or shorter delays than other schemes which depends on their
requested QoS and also the buffer distribution in the whole
network. However, due to Table II, total and network delay are
decreased in the optimized regulation scheme because of buffer-
aware allocation in the network and contention reduction for
shared resources.

The run-time of the proposed method in MATLARB is typically
in the order of a few seconds. It is about 0.22 sec for the
proposed problem of this application. Another interesting point
is that the proposed regulator have no negative effect on the
network throughput and it is the same in with and without

TABLE II
COMPARISON OF THE MAXIMUM DELAY BETWEEN DIFFERENT SCHEMES

Network Delay | Regulator Delay | Total Delay
Without Reg. 1302.9 0 1302.9
Unoptimized Reg. 1219.3 677.6323 1897
Optimized Reg. 907.6691 183.8812 1091.6
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Opnmlxed Regulation
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Fig. 6. Maximum buffer requirements for each flow

B
8

= Without Regulation
 Unoptimized Regulation
Optimized Regulation

80
o N-B-1-1-1-1118 s
40
20-8-01K18100R
0 - . T
»“ " A 7| il

e

H
8

Total Delay for Each Flow (cycles)

~
"71 z”«,"«,"e"w A7

Flows

Fig. 7. Maximum delay for each flow

regulation schemes.

VII. CONCLUSION

In this paper, based on the concepts of regulation spectrum,
we have presented an optimization problem for minimizing
total buffers under QoS requirements. The regulation analysis is
performed for best-effort packet switching networks. We have
also demonstrated that the proposed model exerts significant
impact on communication performance and buffer requirements.
Since reusing similar or identical switches facilitates the design
process of NoC-based systems, as future work we intend to
model both objectives as a multi-objective problem.
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Abstract—This paper proposes an approach for more accurate
analyzing of output flows in FIFO multiplexing on-chip networks
with aggregate scheduling by considering peak behavior of flows.
The key idea of our proposed method involves presenting and
proving a technical proposition to derive output arrival curve for
an individual flow under the mentioned system model.

I. INTRODUCTION

Since the number of real-time communication services
being deployed on NoCs is increasing [1], it is clear that
architectures based on aggregate scheduling, which schedule
multiple flows as an aggregate flow, will be an appropriate
option for transmitting real-time traffic. For example, the com-
position of flows sharing the same buffer can be considered
as an aggregate flow [2]. Furthermore, real-time applications
require stringent QoS guarantees which usually employed by
tight performance bounds. As analyzing output behavior of
flows gives an exact vision about output metrics used for
obtaining performance bounds, we aim for deriving the output
characterization of Variable Bit-Rate (VBR) traffic transmitted
in the FIFO order and scheduled as aggregate. In this paper,
based on network calculus [3][4], we present and prove the
required proposition for calculating output arrival curve under
the mentioned system model.

The VBR is a class of traffic in which the rate can vary
significantly from time to time, containing bursts. Real-time
VBR flows can be characterized by a set of four parameters,
(L,p,0,p), where L is the maximum transfer size, p peak
rate, o burstiness, and p average sustainable rate [4]. Our as-
sumption is that the application-specific nature of the network
enables to characterize traffic with sufficient accuracy.

Authors in [5] present a theorem for calculating per-flow
output arrival curve in tandem networks of rate-latency nodes
traversed by leaky-bucket shaped flows. This theorem in-
vestigates computing output traffic characterization only for
average behavior of flows while the proposed proposition in
this paper considers both average and peak behavior, which
results in a more accurate analysis.

II. NETWORK CALCULUS BACKGROUND

Network Calculus is a theory that provides deep analysis
on flow problems encountered in networking. It uses the
abstraction of service curve to model a network element
processing traffic flows modeled with an arrival curve in
terms of input and output flow relationships. Network elements
such as routers, links, and regulators, can be modeled by

Data volume

Q

=}

time

Fig. 1. Left Curve is the arrival curve of flow f with TSPEC (L, p, o, p)
and right one is the pseudoaffine service curve with three leaky-bucket stages

corresponding service curves. A flow f is an infinite stream
of unicast traffic (packets) sent from a source node to a des-
tination node. To model the average and peak characteristics
of a flow, Traffic SPECification (TSPEC) is used. As shown
in Fig. 1, with TSPEC, f is characterized by an arrival curve
a(t) = min(L + pt,o + pt) in which p > p and o > L.

Theorem 1. (Output Flow [4]). Assume a flow, constrained by
arrival curve a, traverses a system that offers a service curve
of B, the output flow is constrained by the arrival curve o* =
o @ f3, where @ represents the min-plus deconvolution of two
functions f,g € F,(f © g)(t) = sups>o {f(t +5) —g(s)}.

III. ANALYSIS

‘We assume that flows are classified into a pre-specified num-
ber of aggregates at their source nodes. In addition, we assume
that traffic of each aggregate is buffered and transmitted in the
FIFO order and different aggregates are buffered separately.
The network is lossless, and packets traverse the network using
a deterministic routing.

we first consider a class of curves, namely pseudoaffine
curves [5], which is a multiple affine curve shifted to the
right and given by 8 = 1 ® [®1<o<nVo,,p.)- In fact, a
pseudoaffine curve represents the service received by single
flows in tandems of FIFO multiplexing rate-latency nodes.
Due to concave affine curves, it can be rewritten as 8 = 07 ®
[N<w<nYo.,p.)» Where the non-negative term 7T is denoted as
offset, and the affine curves between square brackets as leaky-
bucket stages. Fig. 1 shows a pseudoaffine service curve with
three leaky-bucket stages.
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We now propose the proposition for computing output
arrival curve as follows.

Proposition 1. (Output Arrival Curve with FIFO) Consider
a VBR flow, with TSPEC (L, p,p,o), served in a node that
guarantees to the flow a pseudo affine service curve equal to
B =01 ®Yo,.,p,- The output arrival curve o* given by:

0>T  YpAR)T+0(p—R)*+L—0. pAR
ot = /\'Ynfawﬁ»;ﬂ",p (1)
0<T Yo—ow+pT.p

where A represents the minimum operation.
Proof. From Theory 1, the output flow is constrained by the
arrival curve o = Q@ = supy>o {a(t +u) — B(u)}. Thus,
a* = supyso{min(c+p(t+u),L+pt+u))—o,
—pz (u— T)Jr

We now consider two different situations including 6 < T
and 0 > T. If 0 < T, we have:

oF = supyso {min (o +p(t+u), L+p(t+u)) —on
—pz (u— T)+}
= supo<u<r {min (o +pt+u),L+p(t+u)—o.}
V supysT {min(c+p(t+u),L+p(t+u))
—0y — Pzt + PrT}
={min(c+p(t+T),L+p(t+T))—0o.}V
supysT {min(c+p(t+u), L+p(t+u)) — oy

—pztu+ p T}
={o+pt+T)—o.}Vsupysr{o+p(t+u)—o,
—psu+psT}
={o+p{t+T) =0z} Vsupust {0+ pt + p, T — 0,
+u(p—ps)}

Since p < p, and thus p — p, is negative, u in the second
term should get its lowest possible value to achieve supremum.
Thus, we have

={o+pt+T)—oa}v{c+p(t+T)—0.}
=0+p (t + T) — Oz = Yo—o0,+pT.p

If 0 > T, we have:

(@)

o = supyso {min(c+pt+u),L+pt+u))—o,—

pe(u=T)"}

= supo<u<r {min (o +p({t+u),L+p(t+u)) — oy}
V supyst {min(c+p(t+u),L+p(t+u)) — oy
—pau+ puT}

={min(c+pt+T),L+p{t+T))— o0z} Vsup,>r{
min (o +p(t+u) — 0y — pau+ p T, L+ p(t+u)
=0z — pau+ paT)} 3)

For completing the proof, we need to consider the second
term in right side of Eq. (3) in details. Therefore, we call it
Terms in the following:

Termsg =supyst {min (o + p(t + u) — 0y — pyu+ p, T,
L+p(t+u)—oy—pgu+p,T)}

For solving Terms, we consider two different situations
including t +u < 0 and t +w > 0. Thus, if t + u > 0, we
have uw>T and t +u > 6.

= Termy = supyst (0 + p(t +u) — 0z — pru+ p,T)
supus>T (0 + pt + pa T — 00 + (p — pa) u)

=o+pt+pT 0o+ (p—p)T
=04+p{t+T) =02 = Vo—o,+pTip “4)

Ift+u<6 wehaveu>T andt+u<0=u<6-—t
= Termy = supreu<g—t (L+p(t+u) — 0p — ppu+ pT)
Get (p— pa) )

= supr<u<o—¢ (L + pt + pT —

Selecting an appropriate value for u depends on if (p — py)
is positive or negative. Therefore, we have two different
situations including p > py and p < pg. If p > py = (p — pz)
is positive and u should be the highest possible value to
have supremum value. Thus, due to w = 0 —t, Termy =
L+ pz(t+T) — 0z + e(pfpm) Ifp < ps = (pfpz)
is negative. Therefore, u gets its lowest value and Terms is
equal to L+p(t+T) — 0.

= Termo =L+ (pApe) (t+T) =00 +0(p—ps)" (5)

From Eq. 3, 4 and 5, if 0 > T, we have:
o = min <L+ (PApe) E+T)—00u+0(p—pa)",

o+pt+T)—o0y))

= VY(pAR)T+0(p—R)*+L—04,pAR N\ Yo—o,+pT,p

6
From Eq. 2 and 6, we straightforwardly obtain the thesis.

IV. CONCLUSIONS

Real-time applications exert stringent requirements on net-
works. To this end, we have presented and proved the required
proposition for computing the output arrival curve of VBR
flows in a FIFO multiplexing network to detail output traffic
characterization. The proposition can be applied for an archi-
tecture based on aggregate scheduling. In the future, we will
present a formal approach to calculate performance bounds
under the mentioned system model.
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Abstract—Aggregate scheduling in routers merges several flows
into one aggregate flow. We propose an approach for computing the
end-to-end delay bound of individual flows in a FIFO multiplexer
under aggregate scheduling. A synthetic case study exhibits that the
end-to-end delay bound is up to 33.6% tighter than the case without
considering the traffic peak behavior.

I. INTRODUCTION

Real-time applications such as multimedia and gaming boxes
etc., require stringent performance guarantees, usually enforced
by a tight upper bound on the maximum end-to-end delay [1].
For the worst-case performance analysis, we derive the upper
delay bound of a flow in a FIFO multiplexing and aggregate
scheduling network. The behavior of a flow is determined by
four parameters including the maximum transfer size (L), peak
rate (p), burstiness (o), and average sustainable rate (p). To
calculate the tight delay bound per flow, the main problem is
to obtain the end-to-end Equivalent Service Curve (ESC) which
the tandem of routers provides to the flow. However, the required
propositions for calculating performance metrics of Variable Bit-
Rate (VBR) traffic characterized with (L, p,o,p), transmitted
in the FIFO order and scheduled as aggregate do not exist.
Based on network calculus [2][3], we first present and prove the
required propositions and then calculate the delay bound under
the mentioned system model.

There are some works for deriving per-flow worst-case delay
bound under different system models [4]-[6]. However, they
investigate computing delay bounds only for average behavior
of flows while we analyze both average and peak behavior.
In [7], we presented a theorem for computing output traffic
characterization. The aim of this paper is to represent and prove
propositions for deriving end-to-end ESC and tighter upper bound
on the end-to-end delay.

II. NETWORK CALCULUS BACKGROUND

In network calculus, traffic flows are modeled by arrival curves
and network elements by service curves. Network calculus uses
Traffic SPECification to model the average and peak characteris-
tics of a flow. With TSPEC, f; is characterized by an arrival
curve oj(t) = min(L; + pjt,0; + p;t) in which L; is the
maximum transfer size, p; the peak rate (p; > p;), o; the
burstiness (o; > L;), and p; the average (sustainable) rate. We
denote it as f; o< (Lj,p;, 05, p;)-

Network calculus also derives delay bound for lossless systems
with service guarantees as the following theorem proves.

Theorem 1. (Delay Bound [3]). Assume a flow, constrained by
arrival curve o, traverses a system that offers a service curve of
B, the virtual delay d(t) for all t satisfies: d(t) < h(«a, S3).

978-3-9810801-8-6/DATE12/(©)2012 EDAA

The theorem says that the delay is bounded by the maximum
horizontal deviation between the arrival and service curves.

Now, we consider a node which guarantees a minimum service
curve to an aggregate flow and also handles packets in order of
arrival at the node.

Theorem 2. (FIFO Minimum Service Curves [3]). Consider a
lossless node serving two flows, 1 and 2, in FIFO order. Assume
that packet arrivals are instantaneous. Assume that the node
guarantees a minimum service curve [3 to the aggregate of the
two flows. Assume that flow 2 has oy as an arrival curve. Define
the family of functions 3°U(t, a0, 7) = BiA(t,7) = B{(t,T) =
[B(t) — aa(t — T)]?rt>,r}‘ For any T > 0 such that 3{(t,T) is
wide-sense increasing, then flow 1 is guaranteed the service curve
(2, 7).

III. SYSTEM MODEL

We assume that flows are classified into a pre-specified number
of aggregates. In addition, we assume that traffic of each aggre-
gate is buffered and transmitted in the FIFO order, denoted as
FIFO multiplexing. Different aggregates are buffered separately.
The network is lossless, and packets traverse the network using a
deterministic routing. We call the flow for which we shall derive
its delay bound tagged flow, other flows that share resources with
it interfering flows.

While building network calculus analysis models, we follow
the notation conventions in the min-plus algebra [3]. ® rep-
resents the min-plus convolution of two functions f,g € F,
the set of wide-sense increasing functions defined on [0,?),
(f ® g)(t) = infocsee {f(t—5)+g(s)}: A represents the
minimum operation, f A g = min(f,g). Burst delay function
op(t) = 4oo, if t > T; 6p(t) = 0, otherwise. Affine function
Yor(t) = b+ rt, if t > 0; y,(t) = 0, otherwise. Therefore,
min-plus convolution of burst delay and affine function is given
as 07 @ (t) =b+r(t —1T).

IV. ANALYSIS

In this section, we propose and prove the propositions needed
for analyzing performance of VBR flows in a FIFO multiplexing
network. We consider a class of service curves, namely pseu-
doaffine curves [5], which is a multiple affine curve shifted to
the right and given by 8 = 0r @ [Q1<e<nVon.p.] = 017 @
[AN<z<nVo..p.]» Where the non-negative term 7' is denoted as
offset, and the affine curves between square brackets as leaky-
bucket stages. In fact, a pseudoaffine curve represents the service
received by single flows in tandems of FIFO multiplexing rate-
latency nodes. It is clear that a rate-latency service curve is in
fact pseudoaffine, since it can be expressed as § = dr ® Yo,r-
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a)p <min(p,)

b)pzmax(p,)

Fig. 1. Computation of delay bound for one VBR flow served by a pseudo
affine curve

We now propose a proposition for computing delay bound as
follows.

Proposition 1. (Delay Bound) Let 3 be a pseudo affine curve,
with offset T' and n leaky-bucket stage 5, ,., 1< x < n, this
means we have 8 = d7®@[@1<e<nVo, p.] = T[N 1<a<nVou,po]
and let o« = min(L + pt,o + pt) = Yrp N Voo If ps > P
(pf3 = MiNi<z<npPz), then the maximum delay for the flow is

bounded by
+
L—o,+0(p—ps)"

P

e, ) =T + |Vica<n (1)

where 0; = (0; — L;)/(pj — pj)-

Proof. As stated before in Theorem 1, the delay is bounded by the
maximum horizontal deviation between the arrival and service
curves. Thus, due to Fig. 1, if p < mini<y<n(ps), we have:

I —
L=(71+/71(t1—T)=>t1=T+T(71
1
L*Uz
L:G'2+p1(t27T):>t2:T+
P2 )
I —
L:an+pn(tn7T):>tn:T+T0"
L—o, +
= h(a, B) = mazi<p<nts =T + |Vica<n 3)
If p > maz1<a<n(pz), due to Fig. 1, we have:
L+pd=01+pi(ti+6-T)
L+ pb —
:>t1:T+M—H
P1
L+pd=o09+pa(ta+60—-T)
L+ pb —
sty =T+ T
P2
L+pd=o0,+p,(t,+60—-T)
L 0 — n
S, =T+ 2Ty
Pn
L+pb—o, +
= h(()éﬂ) = m(lﬂ?lgzgntz =T + |:V1Sx§n¥ - 6:|
x

N
L—rrz+9(p—pz)] @

=T+ |:V1§a:§n
Pz

From Eq. 2 and 4, we can say:

+
L*Um+9(p*p:r)+
Pz

In Propositions 2 and 3, we obtain ESC with FIFO multiplex-
ing under different assumptions.

I, B) =T+ |Vi<e<n 3)

Proposition 2. (Equivalent Service Curve) Let [5 be a pseudo
affine curve as 8 = or®[@1<s<nVo, p.] = ITO[A1<w<nVos . ]
and let a« = min(L + pt,o + pt) = YLp A Voo If P = p
(P = mini<u<nps) and p > pg (p§ = Maz1<p<nps), then
the equivalent service curve is obtained by subtracting arrival
curve o, {8°e,7), T =h(a,B)} = BUcx), with

B a) =10 rr ® [®1<a<n |
+6

L— 6(p— +
THVicicn [JL%’ML

(6)

v L—o;40p—p)T ]V o—0s—(pa—
pm{\nglgn[ d‘+,,(lp pi) } -z ,,(f* pw},pr*p

Proof. Let us apply Theorem 2 to service curve 3 as follows.

B (a, 7) =101 ® [®1<a<nVo, ]
—min(L+p({t—7),0+p(t—1))]

Eq. (7) is wide-sense increasing for any T > 0. Since we
assumed T = h(a, ), due to Proposition 1, we have:

O]

Leoa+0(p—p)t]"
T=T+ v1<z<nzppz:| (8)

Pz

Without losing generality, we follow proof for n = 1. There-
fore, by Eq. (8) we have:

T—T=

oo+ 1T
L—0,+0(p—ps) } ©)

Pz

We then apply Theorem 2 to service curve /3 ( ﬂ is 3 when
n = 1) as follows.

Be(a, 1) = 0r @Yo, p, —min (L+p(t—7),04p(t—7))
=0, 4+p.(t—=T)—min(L+p({t—7),0+p(t—7)) (10)

We now consider two situations including 0 <t — 7 < 0 and
t—71>80.

fFO<t—7<60=min(L+plt—7),0+pt—7)) =
L+p(t—71). Let us assume { =t —7 =t —T ={+ (1 —T).

, +
From Eq. 9, we can say t —T =1+ [Hﬁ%] .

/)’é‘?(a,f) =0, +p. |+

+
L—o, +9(17—Pz)+]
Pz

7(L+pt)

, 41t P
:ow+pwt+[L7crw+0(p7pw) } —L—pt
=—(p—p)t+0—pa)"
Since p > p;} andfg 0, we have:

Bea(a, ) =~ (p—pa)E+0(p—ps)*
<=(P=p2)0+0(p—p:) <0
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Fig. 2.

Therefore, Bé‘l(a,’r) = 0 where 0 <t — 1 < 0. By definition
of the service curve, we can say that if 0 < t < 0 + 7 then
Be1(a,7) = 0, and this means that the offset of (v, 7) is
equal to T+ 0.

Ift—7 > 60 = min(L+pt—71),0+pt—71)) =
o + p(t—7). Therefore, B¢9(a,7) = 04 + po(t—T) 