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Abstract—Memristor is a two-terminal device, termed as
fourth element, and characterized by a varying resistance de-
pending on the charge (current) flown through it. This leads to
many interesting characteristics, including a memory of its past
states, demonstrated in its resistance. Smaller area and power
consumed by memristors compared to conventional memories
makes them a more suitable choice for applications needing large
memory. In this paper we explore one of the unique properties of
memristors which extends their suitability by allowing storage of
multi-bit data in a single memristor. Their ability of storing multi-
bit patterns will be shown via a simplified proof and simulations.
This characteristic can be advantageous for many applications.
In this paper particularly, we briefly discuss its advantages in
pattern learning applications.
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I. INTRODUCTION

Memristor [1]–[4] is a two terminal non-volatile memory
device based on resistance switching. It is termed as the
fourth element [2], and is characterized by the constitutional
relation between charge (q) and flux (φ). In other words, a
memristor is a device whose resistance varies depending on
the current (charge) that has flown through it.

Memristors can be built from various materials and have
different operating characteristics. However, a distinctive fin-
gerprint characteristic of all memristors is exhibiting a pinched
hysteresis loop behavior. For every different input pattern,
memristor reaches a different point on the hysteresis loop
(Fig. 1). This can be taken advantage of, in order to differ-
entiate inputs as well as to learn or identify the input patterns.

Particularly, power consumption of memristors have been
reported to be smaller compared to the existing memory
devices [5], [6]. This makes them a suitable choice for several
applications in need of large memories, specially if they are
battery powered. A distinct case of such applications is pattern
learning and recognition. Pattern learning and recognition is
one of the key aspects in biological systems [7], [8]. There-
fore, it has attracted a significant interest from researchers
for implementation of similar non-biological systems [7]. In
general, patterns are unique, but are composed of smaller
segments, which repeat and occur in a random manner. Storing
individual segments, or as a group, in a conventional memory
requires a large amount of storage. To alleviate the need for
large memories, some techniques such as encoding techniques

[9] have been proposed. However these techniques require
considerable pre- and post-processing to encode and decode
the data.
Alternatively, using memristors to store the patterns can reduce
the required memory, area and power as well. In addition,
memristors have a characteristic of learning at the basic
level, i.e., memorizing the sequence and providing the output
based on the current state and inputs. This behavior helps in
adapting to the environment more efficiently. However, this
paper focuses on the state transition (variation of resistance)
with inputs and differentiating the inputs based on the reached
states (resistance values).

The rest of this paper is organized as follows: First, we
briefly review the basic principles of memristors in Section II.
Next, in Section III, we present our hypothesis on a charac-
teristic of memristors which can lead to multi-bit storage. We
support that claim with a simplified proof for the hypothesis.
Then, we discuss how the proposed property can be used in real
applications such as multi-bit data storage and pattern learning.
In the next section, Section IV, we present and discuss our
simulation results. And finally we point out some potential
future works and conclude the paper in Section V.

II. MEMRISTORS: A BRIEF REVIEW

In 1971, Leon Chua proposed the theory behind memris-
tors, i.e. the relation between flux and charge [1], [3]. In this
paper memristor is mentioned as the fourth element along side
with resistors, inductors and capacitors [1], [3]. In practice
however, the fourth element did not come about until 2008,

Fig. 1. Voltage of a memristor as a function of the current going through it.



Fig. 2. Memristor built as a doped-undoped semiconductor structure.

when HP fabricated the first memristors [2]. By now, mem-
ristors have been used for building Look-Up Tables (LUTs)
[10], sequential logic operations [11], transistors [12] and other
fundamental operations [8], [13]. They are being increasingly
considered and used for more and more applications [9]. In
the same light, in this paper we will explore their potential as
a multi-bit storage unit that could be considerably beneficial to
applications such as pattern learning and recognition. However,
before delving into the respective details, first, we briefly
review the construction of these devices in this section. Then,
we study the physics of these devices and formulate the
equations describing their behavior. These two subsections will
lay the foundation for our hypothesis, proof and discussion in
the next sections.

A. Device Construction

Memristor is a two terminal device made out of semi-
conductor material sandwiched between the two ends. A
portion of the semiconductor material is doped and the rest
of the structure is undoped (Fig. 2, top). With the application
of a voltage, the boundary region between the doped and
undoped regions drift. This leads to a lower resistance with
the application of a positive voltage, and a higher resistance
with a negative voltage. It needs to be noted that the boundary
of doped and undoped regions changes only at the application
of external voltage. This makes the device non-volatile.

B. Memristance

Memristance of the device shown in Fig. 2 can be calcu-
lated by [2]

R = Ron
w

D
+Roff(1− w

D
), (1)

where Ron and Roff are the minimum and maximum resis-
tance, respectively. D is the length of the semiconductor device
and w is the width of doped area as a function of current, given
by [4]

dw(t)

dt
= kmW (w)I, (2)

where km is a constant and W (w) is a window function often
selected as [14]

W (w) = 1− (2w − 1)2p, (3)

where p is a positive integer related to switching linearity.
Devices with higher switching linearity can be modeled by
larger p values. Changes of the width (w) -namely the bound-
ary drift- can have different effect which should be modeled
differently for various types of memristor. Some of these
different memristors and their models can be found in [4].
In this paper, following [4], we consider a W (w) with p = 1,
which leads to an expression for w as a function of charge (q);

1

4
ln

w

1− w
= km(q(t) + q0), (4)

where q0 is the initial condition. By plugging Eq. (4) into the
Eq. (1), we have [4]

R(q(t)) = Roff +
Ron −Roff

e−4km(q(t)+q0) + 1
. (5)

III. HYPOTHESIS AND SIMPLIFIED PROOF

As established in the literature, the resistance of memristor
depends on its current state (charge). For this study, we have
selected and used the ideal memristor model given by Eq. (5)
[4].

A. Hypothesis

Claim: Not only the resistance of memristor depends on
its current state, but also the changes of resistance depends
on its current state.

In other words, applying two instances of the same signal
to a memristor at different states, will produce a different effect
in changes of resistance. The difference between the amount
of change in resistance depends on the respective state of the
memristor. Particularly, each pulse in a series of pulses applied
to a memristor will produce different changes of resistance.
This makes each pulse unique, according to its turn in the
pulse-train.

B. Problem Elaboration

Consider two pulses -A and B- with the same voltage and
time length, applied to a memristor at different states. Since
different states means different resistances, the value of the
current going through the memristor due to each pulse will be
different:

∆q
A

(RA) 6= ∆q
B

(RB) (6)

This in turn leads to different changes of charge in the
memristor. However, as Eq. (5) states, changes of resistance
is in a non-linear relation with changes of charge. In other
words, even if the applied charges were equal, it would not
mean similar resistance changes.

∆qA = ∆qB 6=⇒ ∆RA = ∆RB (7)

Furthermore, we should consider that even within a pulse
window, the resistance of the memristor changes according
to Eq. (5). Therefore, the changes in the charge flow are not
linear either and depend upon the changes of resistance of the
memristor. In other words:

dqx = f(dRx), (8)

where x ⊂ {A,B} and f could be derived from Eq. (5).



Fig. 3. Resistance of the ideal memristor as a function of the charge stored
in it.

Therefore the objective of this section is to show that the
changes of resistance due to similar input pulses are different
at different states of memristor;

dRA 6= dRB, (9)

and preferably to estimate

dRA

dRB
. (10)

C. Simplified Proof

Following the flow of the previous subsection, the first step
is to calculate the amount of charge applied to the memristor
at each instance due to the respective pulse. Once we know
the changes in the charge we can calculate the changes in
resistance as well. However, the current and hence the applied
charge depends also on the changes of resistance within the
time frame. To simplify this inter-dependency we assume the
time-window to be small enough such that we can assume
the resistance changes are linear within that window. In other
words,

R(q) = −mxq +Rx, (11)

where mx is the slope of the Eq. (5) at point x ⊂ {A,B}.
This is shown graphically in Fig 3.

Therefore based on Ohm’s law and the definition of current
we have,

V = R
dq

dt
→ V dt = Rdq = (−mxq +Rx)dq

→
∫ T

0
V dt =

∫ dqx
0

(−mxq +Rx)dq

→ V T = −mx

2 (dqx)
2

+Rxdqx. (12)

where T is the pulse-width and V is the voltage of the applied
pulse.

Solving Eq. (12) for dqx we have

dqx =
Rx

mx
Kx, (13)

where

Kx = 1 +

√
1− 2mxV T

R2
x

. (14)

Now referring to Eq. (11), we have

dRx

dqx
= −mx. (15)

Fig. 4. Change of state in memristor, according to the pattern of input pulse.

By combining Eq. (13) and Eq. (15) we have

dRA

dq
A

/
dRB

dq
B

=
mA

mB
→ dRA

dRB

dqB
dq

A

=
mA

mB
−→

dRA

dRB
=
mA

mB
(
RAKA

mA
/
RBKB

mB
)→ dRA

dRB
=
RAKA

RBKB
. (16)

However, since wherever mx is large, Rx is also very large
and vice-versa, typically the last term in Eq. 14 is significantly
smaller than one1. In other words, Kx ≈ 2, which leads to

dRA

dRB
≈ RA

RB
. (17)

Therefore, change of resistance of a memristor due to a pulse
at point A, compared to the resistance change due to the same
pulse at point B, is proportional to the ratio of the resistance
of the memristor at the respective points.

D. Application

In order to use this property, let us consider a memristor
at state S, as shown in Fig. 4. We would like to study the
effect of a simple pulse train on the changes of state in the
memristor.

1) Case “10”: Assume that when a positive pulse, repre-
senting the logical value of “1”, is applied to the memristor,
it moves to state V. Now, if a second pulse which is nega-
tive, representing the logical value of “0”, is applied to the
memristor, it moves to the new state of W.

2) Case “01”: Assume that first pulse is negative (“0”)
and changes the state of memristor to Y. Let us consider that
the second pulse is positive (“1”) and changes the state of
memristor to Z.

3) Analysis: The question is whether the two states, W and
Z, are the same or are they different?

In response we should consider that the forward movement,
SV depends on RS , whereas YZ movement depends on RY .
In that case, assuming that the conditions are met for Eq. (17)
to hold, we have

SV

Y Z
=
RS

RY
. (18)

1 For example in the instance of memristor we use in this study, mmax ≈
0.0099, the smallest value of memristor resistance (Ron = 100), and the
product of maximum voltage and pulse-width (V Tmax ≈ 0.19). This leads
to the last term to be 3.76 × 10−7 which even though exaggerated, is yet
several orders of magnitude smaller than one.



TABLE I. CHANGES OF STATES (RESISTANCE) IN A MEMRISTOR AS A
2-BIT STORAGE UNIT. PULSE WIDTH, T = 0.25s.

Pattern
Negative Pulse [V ]

-0.25 -0.5 -0.75

Resistance of Memristor [kΩ]

“00” 7.078 8.285 8.998

“01” 3.599 5.121 6.288

“10” 3.360 4.873 6.053

“11” 0.100 0.100 0.100

Similarly, for the negative pulses (backward movements), we
have

SY

VW
=
RS

RV
. (19)

Combining these two equations we get

W = SV − VW
Z = −SY + Y Z

→ Z = −RS

RV
VW +

RY

RS
SV. (20)

Based on Eq (20), for an equal Z and W , we need RS = RV

and RY = RS . However, since those resistances are different
(three different states, caused by different inputs), we have Z 6=
W . Therefore, the two states of W and Z are different and each
represents a unique set of input; “10” and “01” respectively.

Once the input series leading to each state is identified, this
information can be used to decode inputs of each memristor.
Hence, this characteristic can be used to store a pattern or a
multi-bit data in a single memristor cell.

IV. SIMULATIONS AND DISCUSSIONS

A. Simulation Set-up and Results

In order to evaluate this method of data storage, in this
section we present the result of our simulations. Simulations
were run on LTSpice and using the ideal model presented by
[4] (seen in Eq. (5)). For the simulations we have used the
following parameter values as given by [4]; Ron = 100Ω,
Roff = 10kΩ, and km = 10000.

We have tested the memristor as two-bit and three-bit
storage cell and the results are compiled in Table I and Table II,
respectively. The results shown in Table I and Table II, corre-
spond to the left to right order of input pulses. In other words,
the memristor was supplied with the value of Most Significant
Bit (MSB) first and the value of Least Significant Bit (LSB),
last. This pattern leads to a uniform change of resistance in
Table I corresponding to the binary values. Similar uniformity,
with expected exception of the “100” case, is observed in
Table II as well. In the next subsection, we will discuss this
expected exception further.

Time-length of each pulse for the two-bit storage simula-
tion was chosen to be 0.25s. This would lead to early satura-
tion2 of memristor in the case of the three-bit storage scenario.
This would result in indistinguishable states. Therefore, to
avoid this phenomenon, for three-bit simulations pulse-width
of 0.1s was used.

2 Entering deeply into either region of R = Ron or R = Roff , at the two
ends of Fig. 3.

In all simulations we have used positive pulses with the
voltage of 0.5V , whereas for the negative pulses we explored
the effect of three different values of voltage (namely, −0.25V ,
−0.5V , and −0.75V ). In the case of two-bit storage, as
it can be seen in Table I, the -0.25V produces the largest
difference between various states. The difference of this effect
is even larger once we consider the relative difference of
the resistances. Interestingly in the case of three-bit storage
however, as it can be seen in Table II, it is the -0.75V that
produces the largest difference between the states of memristor.

B. Discussion

As discussed in Section III, the resistance value of mem-
ristor should show sensitivity not only to the number but also
to the order of “0”s and “1”s applied to it. In other words, as
shown also by simulation results, “01” and “10” inputs do no
result in the same state for the memristor. The result of our
simulations as shown in Table I supports the aforementioned
claims and argumentation. However, as expected, the larger
sensitivity is correspondent to the number of “0”s and “1”s
rather than their order. Hence, even though distinct states, the
resistance of “01” and “10” are closer to each other compared
to the resistance of other states. The larger sensitivity to the
number of “0”s and “1”s is particularly observed in Table II,
in the case of “100”. This case breaks the uniformity of
resistance change in the table since it introduces an increase
of resistance, whereas the resistance is otherwise decreasing.
The reason behind this irregularity is that it entails a decrease
in the number of “1”s, whereas in other transitions (from
smaller to larger numbers) the number of “1”s is either equal
or increasing.

Distinctiveness of various states is one of the most crucial
points in using memristors as multi-bit storage. In the case
of memristors as a two-bit storage unit, as seen in Table I,
the difference between the critical states -namely “01” and
“10”- is large enough for the majority of metering techniques
to distinguish the two states. For example, in a simple basic
sensing scenario, by applying a current of 0.1mA, a voltage
difference of approximately 24mV between the two resistances
will be observed. This voltage is two to five times larger
than the smallest values that comparators such as [15], [16]
can distinguish. However, the difference between the states is
significantly smaller once we consider the memristors as three-
bit storage units. Therefore, suitable techniques need to be
explored in order to increase the distinction between different
states of the memristor.

TABLE II. CHANGES OF STATES (RESISTANCE) IN A MEMRISTOR AS A
3-BIT STORAGE UNIT. PULSE WIDTH, T = 0.1s. MSB APPLIED FIRST.

Pattern
Negative Pulse [V ]

-0.25 -0.5 -0.75

Resistance of Memristor [kΩ]

“000” 6.378 7.379 8.119

“001” 5.049 6.020 6.796

“010” 4.975 5.939 6.715

“011” 3.119 3.859 4.472

“100” 4.974 5.940 6.723

“101” 3.147 3.843 4.422

“110” 3.056 3.726 4.349

“111” 0.633 0.633 0.637



Assuming that the input series is in conventional binary
coding, it could be more beneficial for some applications (such
as pattern learning/recognition) to modify the memristor input
pulse train to supply LSB first and MSB last. This would turn
the content of Table II to what we see in Table III. In this
case, as we see in Table III, the states with closest values to
each other are located in the vicinity of each other. In other
words, the closest states (namely second and third entry as
well as fifth and sixth entry of Table III) correspond to closest
binary values (namely 2 and 3 as well as 5 and 6) too. In this
case, if the small difference of resistance affects the output,
the reading error is rather small (a mistake between 2 and 3,
or 5 and 6). Whereas in case of MSB first LSB last (Table II),
the small error of reading could mistake two farther located
values (mistaking 2 for 4, or 3 for 5 and vice-versa).

C. Application

For memory applications, the problem of close proximity
of states in a three-bit cell raises the question of whether the
relatively small difference of resistance could be improved, or
distinguished by reasonably sized-and-priced meters. However,
for pattern learning/recognition applications the problem could
be looked at from a different perspective. In other words,
whether high precision and strong distinction is required or
wanted. For pattern learning, it is not required to have all the
bits exactly precise. Errors in few bits can be tolerated, since
they will be either corrected or ignored during reconstruction
of the pattern [9].

Another important aspect is the encoding and decoding of
data to memristor states and vice-versa. This is an important
factor, not only because of the extra load of encoding and
decoding, but also because it can affect the memristor per-
formance. As discussed before, the states are sensitive to the
number and order of input bits. Binary codes are optimized for
compact coding and are sub-optimal for such specific applica-
tions. Therefore, it would be beneficial to explore distinction
of states by applying various digital codes. In order to take
more advantage of memristor capabilities, it might be possible
to develop new coding systems as well. Once the storage
patterns are established, a system similar to flash Analog to
Digital Converters (ADCs) [17]–[19] can be used in order
to change the stored pattern back to digital. In this method
two comparators with one fixed input (fixed to certain points
established by the storage pattern), can determine whether the
value stored is within a pre-determined range or not. The
output of this flash stage can be wired to the correspondent
digital output to provide proper output. In this case, usage
of various digital coding casts -virtually- no extra load to the
system. Therefore appropriate coding system could be adopted
only internally within the memristor storage system.

For pattern recognition applications however, the process
of encoding and decoding can be even simpler. In this case,
one memristor stores the learned pattern and another can be
used as a placeholder. The pattern under test is applied to the
placeholder memristor. Then, only the analog output of the
two memristors need to be compared. If the two outputs are
the same, the input pattern is similar to the learned pattern and
otherwise the input pattern is not recognized as known. This
could unload the main processors considerably and speed up
the recognition procedure significantly.

TABLE III. CHANGES OF STATES (RESISTANCE) IN A MEMRISTOR AS
A 3-BIT STORAGE UNIT. PULSE WIDTH, T = 0.1s. LSB APPLIED FIRST.

Pattern
Negative Pulse [V ]

-0.25 -0.5 -0.75

Resistance of Memristor [kΩ]

“000” 6.378 7.379 8.119

“001” 4.974 5.940 6.723

“010” 4.975 5.939 6.715

“011” 3.056 3.726 4.349

“100” 5.049 6.020 6.796

“101” 3.147 3.843 4.422

“110” 3.119 3.859 4.472

“111” 0.633 0.633 0.637

V. CONCLUSION AND FUTURE WORKS

Memristor is a two terminal device with non-volatile vari-
able resistance, with interesting characteristics. After a brief
review of its construction and its behavior in Section II, we
focused on the amount of change in resistance of a memristor
in Section III. We showed that two similar input pulses
produce two different changes, proportionate to the resistance
of the memristor at each state. Afterwards, we discussed how
this characteristic could be used for storing multi-bit data
or patterns. We then verified this possibility via simulations,
presented in Section IV. We saw that as expected, storing
three bits of data proved to be more challenging than two bits.
We discussed some techniques, such as coding systems other
than conventional binary, that could potentially improve the
performance of the system. We then pointed out that in some
applications, such as patter recognition, exactness might not
be as necessary as some other applications. Therefore, storing
different inputs with memristor states close to each other might
not lead to a substantial system error for particular applications
such as pattern learning and recognition. Lastly, we briefly
mentioned some interface circuits that could be potentially
used for encoding and decoding data at the input and output of
the memristor unit. Several avenues show promise and should
be explored regarding the usage of memristors as multi-bit
storage units and pattern learning agents. Specifically, we plan
to examine,

• the set-up space; How internal and external parameters
affect the performance and how could it be optimized?

• input characteristics; What type of input pulses (volt-
age and width) could improve the performance? How
should they be applied to optimize the performance?

• usage of various types and models of memristor,
specifically concerning practicality and implementa-
tions.

• coding space; What type of digital coding could
lead to more precise and more effective storage in
memristors?

• applications; What range of other applications can
benefit from this characteristic of memristors and how
could memristors be used?

We hope that this study will lead to a better understanding of
memristors and expand their applicability across various fields



of interest. In particular, we believe that our observation could
pave the way for better and more efficient learning strategies.
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