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Embedded systems must address a multitude of potentially conflicting design constraints such as resiliency,
energy, heat, cost, performance, security, etc., all in the face of highly dynamic operational behaviors and
environmental conditions. By incorporating elements of intelligence, the hope is that the resulting “smart”
embedded systems will function correctly and within desired constraints in spite of highly dynamic changes
in the applications and the environment, as well as in the underlying software/hardware platforms. Since
terms related to “smartness” (e.g., self-awareness, self-adaptivity, and autonomy) have been used loosely in
many software and hardware computing contexts, we first present a taxonomy of “self-x” terms and use this
taxonomy to relate major “smart” software and hardware computing efforts. A major attribute for smart
embedded systems is the notion of self-awareness that enables an embedded system to monitor its own state
and behavior, as well as the external environment, so as to adapt intelligently. Toward this end, we use
a System-on-Chip perspective to show how the CyberPhysical System-on-Chip (CPSoC) exemplar platform
achieves self-awareness through a combination of cross-layer sensing, actuation, self-aware adaptations, and
online learning. We conclude with some thoughts on open challenges and research directions.
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1. INTRODUCTION

The ubiquitous deployment of computing in virtually every facet of today’s society has
led to the colloquial usage of terms as such “embedded computing,” “CyberPhysical
Systems,” and, more recently, the “Internet of Things (IoT).” At the heart of such
systems are software/hardware computing platforms that interact with the physical
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world through sensors, actuators, communication/networking, and decision-making
engines. These systems range from the tiniest of embedded devices (e.g., small sensor
motes [Hengstler 2007; Polastre 2005; Fang 2005; Stoianov 2007; Shnayder et al. 2005;
Sudevalayam and Kulkarni 2011]) to complex system-of-systems, such as autonomous
swarms of robots [Rubenstein et al. 2012, 2014] and complex human-in-the-loop sys-
tems (e.g., an Airbus 330 [INAGAKI 2005; Hoffman et al. 2007]). For the purpose of
this article, we refer broadly to all of them as “embedded systems.” A common charac-
teristics across this diverse set of embedded systems is the need to operate correctly
in the face of highly dynamic environmental conditions and changing application char-
acteristics, as well as changes in the computing platforms itself (e.g., degradation or
failures). Moreover, depending on the embedded system context, their architectures are
highly customized to achieve the often conflicting constraints of performance, energy
efficiency, cost savings, reliability, and the like. Furthermore, the complexity of the em-
bedded software and hardware can vary over several orders of magnitude depending
on the application domain, the usage context, and their physical deployment. Conse-
quently, designers of embedded systems aim to increase the level of “smartness” in these
systems to adapt seamlessly to changes, increase the level of autonomous operation,
and incorporate learning strategies. Depending on the type of embedded system, these
needs typically translate into guarantees for functional and nonfunctional constraints,
adaption to dynamism, and the ability to tolerate failures.

With the increasing complexity of tasks faced by embedded systems, the designers
of software and hardware systems have naturally borrowed concepts from biological
systems in an attempt to mimic their ability to be self-aware, evolve, and achieve a high
level of resilience in the face of highly dynamic and unpredictable environments. A large
body of research in intelligent autonomous systems, agent-based distributed systems,
and advanced control theory have all used variants of the phrase “self-x,” where “x”
variously refers to capabilities such as awareness, healing, optimization, adaptation,
and the like. Unfortunately, with this alphabet soup of terminology, there is little
consensus of what these terms mean in the context of software and hardware systems
and for embedded systems in general. To disambiguate loosely used terminology in
the embedded systems literature, in Section 2, we begin by reviewing notions of self-
awareness, self-adaptivity, and autonomic systems in the large body of the literature in
cognitive sciences (Section 2.1) and on large software systems (Section 2.2), embedded
systems (Section 2.3), and Systems-on-Chips (SoCs; Section 2.4). We then propose a
taxonomy in Section 3 to structure the terminology and related work.

In spite of the bewildering diversity of embedded systems in general, at the core of
all these embedded systems are integrated circuits made of silicon. As the number and
variety of those devices grow exponentially, it becomes increasingly harder to guar-
antee perfect functionality and performance over the entire lifetime of these devices.
This article will therefore focus on Smart Embedded Systems (SESs) primarily from
the perspective of a SoC, and the associated challenges for developing software and
hardware platforms upon which reliable, autonomous, and SESs can be built.

Integrated circuit technology has reached the nanoscale era, introducing a multi-
tude of challenges stemming from the end of perfect Dennard scaling [Esmaeilzadeh
et al. 2011; Raghavan et al. 2012; Ferdman et al. 2012] and worsening process
variations [Borkar et al. 2003]. “Dark silicon” will be a defining feature of future SoCs,
where only small portions of a chip may be powered on at a time in order to manage
power density and heat [Esmaeilzadeh et al. 2011]. Further complicating matters,
systems are typically not very energy proportional due to high static power and a
dearth of active low-power modes aside from CPU Dynamic Voltage/Frequency Scaling
(DVFS) [Barroso and Hölzle 2007; Barroso et al. 2013]. The dark silicon phenomenon
and the need for greater energy proportionality and efficiency are major driving forces
behind research and development in many-core SoCs and heterogeneous devices,
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architectures, and systems. In particular, many-core computational platforms already
face significant resiliency challenges, with errors resulting from manufacturing
process variability, exponentially increasing power dissipation and heating, environ-
mental effects (e.g., radiation-induced soft errors [Baumann 2005]), and aging/wearout
[Bernstein et al. 2006]. These problems are exacerbated in the nanometer era with
exploding core counts and on-chip resources. The combined systemic and random
effects in nanoscale technologies result in high variability (and thus higher error
rates) manifested from the circuit level all the way to the architecture and system
levels [Borkar et al. 2003], requiring new strategies for ensuring application resilience
when executing on these computing platforms. Therefore, in Section 4, we present
the CyberPhysical System-on-Chip (CPSoC) platform as an exemplar for a self-aware,
sensor-actuator-rich SoC platform that incorporates some of the key features required
to deliver SESs, including: dynamic balancing of multiple objectives, effective man-
agement of limited on-chip resources, self-monitoring and self-awareness to enable
adaptation, and learning mechanisms to allow the system to evolve over time.

We conclude in Section 5 with a brief discussion of opportunities, challenges, and
research directions for the overall topic of SESs.

2. SELF-AWARE, SELF-ADAPTIVE, AND AUTONOMIC SYSTEMS

2.1. Theories of Cognition

Cognitive science has a long and rich history of theories about the mental faculties that
link perception to action [Vernon et al. 2007]. Two main categories can be distinguished:
cognitivist and emergent systems approaches. The cognitive paradigm is based on the
classic view that cognition is a “kind of computation” that uses symbolic and abstract
representations of the real world and that algorithmically calculates actions [Pylyshyn
1984]. In contrast, proponents of the emergent systems paradigm, which includes con-
nectionist, dynamical, and enacting systems approaches [Vernon et al. 2007], argue that
cognition is an emerging phenomenon in self-organizing, dynamic systems that inter-
actively identify and use regular patterns in the environment to continuously adapt,
react, and anticipate [Thelen and Smith 1994; Clark 2001]. Cognitivist approaches
assume the existence of an objective reality that should be abstracted and symboli-
cally represented, whereas the emergent systems community views the system and its
environment as mutually dependent and continuously co-evolving.

The CPSoC approach described in Section 4 resembles and is inspired by the emer-
gent systems paradigm in that it provides for simple faculties of monitoring, actuating,
and control in a bottom-up manner to allow larger systems to evolve more potent
capabilities as individual and as groups of collaborating systems. However, it hopes
to short-cut long learning cycles by equipping systems with key capabilities without
waiting for their emergence through evolution.

One cognitive theory of consciousness, which falls into the emergent systems camp
and which is relevant for our topic, is Baars’s Global Workspace Model (GWM) [Baars
1989]. Many parallel processes operate unconsciously and concurrently, but only one, or
one coalition of processes, obtains access to the global workspace at any time, allowing
it to broadcast its message globally and thus to marshal many global resources for
its purpose. Hence, the global workspace serves to allocate and synchronize limited
resources. Since its formulation, many phenomena predicted by the GWM have been
confirmed in experiments [Baars 2002; Baars and Franklin 2009] making it today the
top contender for explaining consciousness.

2.2. Awareness in Software Systems

The insight that a sense of awareness can facilitate robust and dependable behavior
even under radical environmental changes and drastically diminished capabilities have
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Fig. 1. Hierarchy of self-* properties [Salehie and Tahvildari 2009].

inspired researchers to study the utility of cognitive features like adaptivity, awareness,
or consciousness for robots, large scale-software systems, and embedded systems. The
benefits are more obvious for some features such as adaptivity but less for awareness or
consciousness. Hence, adaptivity, and in particular self-adaptivity, has been the focus
of much research. In complex software systems, self-adaptivity is expected to help
in managing the complexity [Salehie and Tahvildari 2009]. Manual troubleshooting,
reconfiguration, and maintenance are demanding and error prone. Above a certain
complexity of the system, these become infeasible. Self-adaptive behavior is triggered
either by changes of the system’s self (internal causes like faults or mode transitions)
or by changes of the system’s context (external events like changes in user request rates
or user objectives) [Salehie and Tahvildari 2009].

In 1997, a DARPA Broad Agency Announcement offered a definition of self-adaptive
software: “Self-adaptive software evaluates its own behavior and changes behavior
when the evaluation indicates that it is not accomplishing what the software is in-
tended to do, or when better functionality or performance is possible” [Laddaga 2001],
which points to several important aspects: (i) The system monitors its own behavior,
(ii) it knows what behavior is expected, (iii) it compares its observed behavior to the
expected behavior, and (iv) performance matters in addition to functionality. At about
the same time, Oreizy et al. highlighted the importance of the environment: “Self-
adaptive software modifies its own behavior in response to changes in its operating
environment” [Oreizy et al. 1999], which requires that (v) the system monitors its en-
vironment, (vi) knows what behavior of the environment is expected, and (vii) knows
its own appropriate behavior for a given environment.

Features (i)–(iv) are related to self-awareness and (v)–(vii) to context-awareness,
which form the bases of all self-modifying capabilities such as self-configuration, self-
optimization, or self-adaptivity. In the often used hierarchy of self-x properties, these
are located in the primitive level below the major level that is populated by specific
self-changing capabilities [Salehie and Tahvildari 2009], as illustrated in Figure 1.

IBM’s original vision of autonomic computing [Kephart and Chess 2003], formulated
in the early 2000s, puts its emphasis on the upper levels, implicitly assuming that
awareness is a simple capability. In contrast, we argue that achieving awareness is
hard, but, once achieved, realizing the higher level properties at the major and general
levels are difficult but tractable engineering tasks.
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In reaction to the DARPA initiative and IBM’s vision, research on self-x properties
has flourished. Two recent surveys on self-healing by Ghosh et al. [2007] and [Psaier
and Dustdar 2011] discuss the approaches taken for detecting and reacting to
faulty states of a system. Self-healing is rooted in work on fault-tolerant and self-
stabilizing [Dijkstra 1974] systems but emphasizes continuous availability and focuses
on the recovery process. Both surveys agree that a kind of self-awareness is critical,
but they often view it narrowly as a mechanism to detect faults, which then triggers
recovery procedures. Hence, the system perceives itself to be in one of two states:
healthy or not healthy. Our understanding is broader and implies a richer perception
of a system’s own well-being and performance that allows for a nuanced assessment
as to which degree expectations and goals are met including a track record and a sense
of historical performance.

Partially overlapping are efforts to design self-adaptive systems as elaborated from
a variety of aspects in a book edited by Cheng et al. [2009a]. A self-adaptive system is
more general than a self-healing system because it also adapts gracefully to changing
environmental conditions. Again, publications on self-adaptivity view self-awareness
rather narrowly as a means to detect unusual states and focus mainly on the reac-
tion to such observations. However, it has been noticed that a more comprehensive
approach to self-awareness aspects would be both desirable and challenging. For in-
stance, Cheng et al. [2009b] note that knowledge of expectations by the environment,
for which Finkelstein has coined the term requirements reflection, would be useful and
conclude that “Future work is needed to develop technologies to provide such infras-
tructure support” [Cheng et al. 2009b].

In control applications, models of the self have reached significant sophistication.
Kaindl et al. propose an explicit, symbolic representation of self for the purpose of
monitoring and self-configuring the system based on changing needs and require-
ments [Kaindl et al. 2013]. An emotion-based approach to assess the inner state and
the wellness of a system is described by Sánchez-Escribano and Sanz [2014]. They
use a prioritization mechanism to compare and relate the importance of otherwise
independent states or events and call it “emotion.” Sanz et al. have gone furthest by
incorporating an explicit self-model in the control system, one elegantly based on the
model of the system used during the design process [Sanz et al. 2007] and resembling
requirements reflection mentioned previously. This establishes a secondary control loop
in which the primary control algorithm can be adapted.

A. Morin [2006] has formulated nine neurocognitive models of self-awareness distin-
guishing unconsciousness, consciousness of external stimuli and events, self-awareness
of public and private self-aspects, and meta self-awareness. Based on Morin’s classifi-
cation, Lewis et al. [2011] consider categories of self-awareness with respect to their
relevance to computing systems. They offer a working definition distinguishing be-
tween information that a system has about its own state (private self-awareness) and
knowledge about how it is perceived by its environment (public self-awareness). Also,
organization of self-aware systems in groups of peers leading to group-awareness is
considered. The categorization outlined in Section 3 [Jantsch and Tammemäe 2014] is
consistent and to a large degree aligned with Lewis et al.’s definition, but our concepts
are more detailed and formulated with the objective of engineering self-aware systems
under tight resource constraints.

Chen et al. have proposed a pattern-based approach to the design of self-aware
systems [Cheng et al. 2014]. Based on Lewis’s classification, they formulate seven pat-
terns for specific functions relevant to self-awareness: basic information sharing, coor-
dinated information sharing, temporal knowledge sharing, temporal knowledge aware-
ness, goal sharing, temporal goal awareness, and meta-self-awareness. Architectural
patterns and a methodology for designing self-aware and self-expressive systems are
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formulated and applied to case studies with cloud computing and a smart camera
networks application.

2.3. Awareness in Embedded and Cyber-Physical Systems

In embedded and Cyber-Physical Systems (CPS), the main problem is not so much
the size-induced complexity of an individual system but rather the tight resource con-
straints, the large number of those systems and their interaction, and the unpredictable
environmental conditions of their deployment. Analysts expect 26 billion devices con-
nected to the Internet of Things by 2020 (www.gartner.com/newsroom/id/2636073).
Manual maintenance, diagnostics, and repair of most of these devices will soon be
impossible. Thus, there is a growing need for CPSs to have a better understanding of
their own state, their behavior, their performance, and the surrounding conditions. We
call this “better understanding” awareness, which improves the behavior of systems,
making them more robust while reducing processing, communication, and energy re-
quirements. A variety of bio-inspired approaches have been proposed for the operation,
modeling, design, optimization, and verification of embedded systems and SoCs, as
a recent collection illustrates [Cong-Vinh 2011]. For instance, Zakaria et al. [2011]
describe techniques to handle uncertainties because of faults due to process varia-
tion and limited yield in the management of power consumption and synchronization
between different clock domains in SoCs. Evolvable hardware is hardware that can
change its architecture and behavior dynamically and autonomously [Yao and Higuchi
1999; Higuchi et al. 2006]. The hardware design is encoded in some kind of “chromo-
some,” and evolutionary techniques such as genetic algorithms are deployed to modify
this chromosome and thus the hardware as a reaction to a changing environment
or faulty components. Because Field-Programmable Gate Arrays (FPGA) provide a
perfect medium for the implementation of evolvable hardware, the research field has
flourished since the advent of FPGAs in the 1990s and is continuously exploiting FPGA
features as they emerge [Cancare et al. 2011].

However, designing and implementing self-awareness in an ad-hoc manner for every
new system is not feasible. Introducing awareness as a separate concept in the CPS
infrastructure promises to simplify the development and operation of such systems.
Because CPSs are typically Systems-of-Systems (SoS), the awareness must be solved
comprehensively, ensuring that the understanding of the situation is coherent and
consistent across the SoS.

Bakhouya and coworkers draw more explicit parallels to natural phenomena such
as the immune system, cell organization, and ant colonies [Bakhouya 2011; Bakhouya
and Gaber 2014]. They correctly put emphasis on positive and negative feedback loops
that are pervasive in natural systems and a key in the design of adaptive behavior in
SESs.

Awareness is not necessarily confined to individual components; it may just as well
emerge in cooperating SoSs. Preden and coworkers have studied distributed surveil-
lance systems and assign particular importance to the role of attention and context-
aware processing and sensing [Motus et al. 2009; Preden 2012; Preden et al. 2013;
Preden 2014]. They argue that these properties facilitate efficient operation of dis-
tributed sensing systems. Based on Endley’s situation awareness [Endsley 1988],
Preden et al. have developed the concept of situation parameters [Preden et al. 2013].
A situation is defined by the values and interpretation of a set of situation parameters,
which are monitored or computed independently and represent a property of the situ-
ation of interest. The information for generating situation awareness is collected and
processed independently of the application functionality and can be considered as part
of the CPS platform.
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Table I. Smart Dynamic Reliability/Resilience Management

Adaptation Type Sensing and Monitoring Decision Making Layer
Cross-Layer Actuation

Level

References Simple*
Self-

Aware† Ckt HW NW OS App Ckt HW NW OS App Ckt HW NW OS App
[Shapiro 2004] � Self-heal � � − � − − − − � ? − − − � ?

[Sylvester
et al. 2006]

� Self-heal � � − − − � � − ? − � � − � −

[Karl et al.
2006]

− − � � − − − � � − − − � � − − −

[Austin et al.
2008]

� − � � − − − � � − − − � � − − −

[Sun et al.
2009]

� − � ? − � − � ? − � − � ? − � −

[Das et al.
2009]

� − � � − − − � � − − − � � − − −

[Reddi et al.
2009]

� − � � − − − � � − ? − � � − ? −

[Reddi et al.
2010]

� − � � − − − � � − − − � � − − −

[Leem et al.
2010]

� − � � − ? � � � − ? � � � − ? �

[Reddi et al.
2012]

� − � � − − − � � − − − � � − − −

[Kleeberger
et al. 2013]

� − � � − − − � � − − − � � − − −

[Mercati et al.
2013]

� − � � − � − � � − � − � � − � −

[Li et al. 2013] � − � � − − � � � − − � � � − − �
[Rehman et al.

2014]
� − � � − ? � � � − ? � � � − ? �

[Mercati et al.
2014a]

� − � � − � − � � − � − � � − � −

[Mercati et al.
2014b]

� − � � − � − � � − � − � � − � −

*Implicit Model †Explicit Model, ? Not explicitly discussed; Ckt = Circuit, HW = Hardware, NW = Network, OS = Operating
System, App = Application.

Witnessing the high interest in this topic are surveys on related and relevant topics
such as on-chip self-monitoring [Kornaros and Pnevmatikatos 2013a], bio-inspired
hardware design [Cong-Vinh 2011], and situation identification techniques [Ye et al.
2012].

2.4. Examples of Smart Embedded Systems

There is a large body of literature on SoCs developed for embedded and CPSs that
exhibit self-awareness characteristics at various levels. We have listed an incomplete
set of examples focusing on reliability and power management in Tables I and II,
respectively. A number of German national projects have focused on computing systems
that incorporate self-x properties, including the Organic Computing project [Organic
Computing], the InvasIC project [Henkel et al. 2011], and the SPP1500 project on
dependable embedded systems [Henkel et al. 2012]. There is also a wealth of research
on power management, thermal management [Brooks and Martonosi 2001; Coskun
et al. 2008; Ebi et al. 2009; Sarma and Dutt 2014b], and, more recently, on an integration
of both objectives [Benini et al. 2000; Mittal 2014; Kong et al. 2012]. The trend toward
the more elaborate management of aspects that are considered critical is apparent in
research but also in industry, and we expect growing sophistication in the handling of
individual concerns such as power consumption, over-heating, reliability, performance,
and the like and a widening of scope to the simultaneous management of multiple,
critical issues.

Most interesting from our perspective are those projects that maintain a more so-
phisticated, internal model about the system’s state, work that often draws on control
theory. For instance, Wang et al. [2009] propose a control algorithm based on an online
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Table II. Smart Dynamic Power Management

Adaptation Type
Cross-Layer Sensing and

Monitoring Decision Making Layer
Cross-Layer Actuation

Level

References Simple*
Self-

Aware† Ckt HW NW OS App Ckt HW NW OS App Ckt HW NW OS App
[Kumar et al.

2003]
� − − � − � − − − − � − − − − � −

[Wu et al.
2004]

� − − � − − − − − − � − − − − � −

[Wu et al.
2005]

� − − � − − � − − − � � − − − � �

[Isci et al.
2006]

� − � � − − − − � − � − − � − � −

[Nathuji and
Schwan 2007]

� − − � − � � − � � � − − � � � −

[Curtis-Maury
et al. 2008]

� − � � − � − − � − � − − � − � −

[Verma et al.
2008]

� − − � − � − − � − � − − � − � −

[Sridharan
et al. 2008]

� − � � − − − � � − � − � � − � −

[Rangan et al.
2009]

� − − � − � − − � − � − − � − � −

[Wang et al.
2009]

� � − � − � − − � − � − − � − � −

[Bartolini
et al. 2010]

� − � � − ? − � � − − − � � − − −

[Hoffmann
et al. 2011]

� � − � − � � − − − � � − − − � �

[Bartolini
et al. 2011]

� � − � � − − − � � − − − � � − −

[Rotem et al.
2012]

� − � � − − − � � − � − � � − � −

[Sun et al.
2013]

� − � � − − − � � − � − � � − � −

[Shafique
et al. 2013]

� − � � − − − − � − � − − � − � −

[Shafique and
Henkel 2013]

� − � � � − − − � � − − − � � − −

* Implicit Model †Explicit Model, ? Not explicitly discussed; Ckt = Circuit, HW = Hardware, NW = Network, OS = Operating
System, App = Application.

model estimator to control accuracy and system stability. In a similar vein, Shafique
et al. [2013] use implicit models to predict key features such as required resources
for an approaching time interval. The models in these and many other examples are
implicit and serve a narrow purpose. History-based prediction is a good example and
commonly used. Based on a record of an application’s past resource usage, the resource
requirements for a future time interval are estimated. The past resource usage, per-
haps only a single number, is considered a narrow model that represents a property
of interest. Since almost all the approaches in Tables I and II focus on single issues
with relatively simple objectives, they maintain narrow, implicit models of the systems
themselves. The broader the objectives become and the more aspects that are inte-
grated in the decision process, the richer the internal models grow. The power, thermal
and reliability models used in the virtual platform described by Bartolini et al. [2010]
are more detailed and elaborate, even though the models integrated in the final device,
as part of the online feedback based control algorithm, are simplified and optimized.
Often design-time information is not sufficient or accurate enough due to unforeseen
influences or aging effects. To counter such limitations, online self-calibration and
learning techniques are employed to improve the models used in the control algorithms
[Bartolini et al. 2011]. Such needs require more detailed and explicit models to repre-
sent more of the system’s features, thus gradually increasing their sophistication.

Starting from the other end, more systematic approaches toward self-awareness have
been taken by the HAMSoC and SEEC projects.
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Fig. 2. Agent hierarchy in the HAMSoC system [Guang et al. 2010b].

HamSoC [Guang et al. 2010a, 2010b, 2011] is an SoC platform with a hierarchical
agent structure as illustrated in Figure 2. The cell agents are hosted by individual
processing cores in a multicore SoC. Clusters are formed along subsystem boundaries,
and the platform agent is responsible for the entire chip. Although the agents at the
platform layer and below are application independent, the application agent is cus-
tomized toward the application needs. The agents perform a set of activities including
Communicate, Configure, Inquire, Order, Report, and Inform [Guang et al. 2010b] with
the objective of monitoring the system’s state and performance, communicate with
other agents across the hierarchy, and reconfigure the system to adapt it to a changed
situation. The agents and their actions are defined in a generic and abstract way to
form a framework suitable for a variety of applications and implementations. As an ap-
plication case, a power management system for an NoC-based multicore SoC has been
implemented and evaluated [Jafri et al. 2012; Guang et al. 2011]. The cell and cluster
agents are realized in hardware whereas the agents at the platform and application
layers are software programs. In the case study, performance and power attributes
are monitored and controlled, but the framework is fairly general and would allow the
monitoring of any interesting property, whereas the decision process could be assigned
to the appropriate agent at the cluster, platform, or application layer.

SEEC [Hoffmann et al. 2010b] is a general framework for self-aware computing us-
ing an Observe-Decide-Act (ODA) paradigm. As illustrated in Figure 3, the system
cyclically monitors key features, applies a control and decision algorithm, and deploys
appropriate actions to adapt to changes in the environment and its own state. It is
based on the heartbeats API library [Hoffmann et al. 2010a], which defines a cyclic
event called a heartbeat. Through API functions, the application can register rate and
latency performance goals in terms of the heartbeat period. Hence, the heartbeats
API is a standardized means to monitor the performance of an application. The appli-
cation itself or a separate agent can then adapt and optimize the system’s behavior,
for instance by allocating and scheduling resources appropriately. The approach has
been further developed and evaluated in several applications for performance opti-
mization [Hoffmann et al. 2010b], power management [Hoffmann et al. 2011, 2013],
and managing of multiple objectives [Hoffmann 2014]. Also, the concept of knobs has
been introduced [Hoffmann et al. 2011] to expose steering facilities such as processor
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Fig. 3. The SEEC activity cycle [Hoffmann et al. 2010b].

speed or power modes. As a conceptual framework, it allows the user to adopt differ-
ent decision-making strategies and algorithms, which has been explored and studied
extensively [Santambrogio et al. 2010; Maggio et al. 2011].

As we observe the extensive work published in this area, we note that all approach the
domain of self-awareness from different directions and angles. The “single-issue” ap-
proaches, as listed only incompletely in Tables I and II, introduce specific and concrete
aspects of self-monitoring and self-adaptation to solve a particular well, but narrowly
defined problem. Although the proposed techniques lead to effective solutions in the
given scope, they do not easily generalize to a situation where a range of objectives has
to be met simultaneously under a set of constraining conditions. In particular, various
kinds of uncertainties and incomplete information constitute additional complications.

To overcome these limitations, a few general frameworks have been developed, such
as HAMSoC and SEEC. Both propose a basic concept (hierarchical agent network in the
case of HAMSoC and an ODA cycle with the heartbeat paradigm in the case of SEEC)
and apply it to increasingly broad application scenarios while further developing and
refining the frameworks. We note that these endeavors are complementary in terms of
the insight they generate and the techniques they describe and study.

3. CLASSIFICATION AND TAXONOMY/LEVELS OF AWARENESS

In contrast, the classification we describe here starts from the other end and lists the
attributes that we expect to see in a self-aware system. The various concepts reviewed
are certainly multidimensional and have too many facets and aspects to easily press
them into a simple scheme of classification. But if we concentrate for a while on aware-
ness and self-awareness, which are the basis for many higher level cognitive abilities,
we can identify different features that, although not arranged linearly, constitute a
well-structured space that will allow us to better assess specific realizations in SESs.
The framework of awareness that we use [Jantsch and Tammemäe 2014] requires sev-
eral properties before we can say that the system is aware of something or self-aware:

—Abstraction of the primary input data into a semantic domain that is meaningful
for the system at hand.

—Disambiguation of the possible interpretations to always settle on exactly one
interpretation of the reality at any given time. When new data become available, the
interpretation may change, but, at any given time, there is only one interpretation
used by the system.
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—Semantic interpretation is the result of abstraction and disambiguation, and it
represents a relevant property of the system or its environment.

—Desirability scale provides a uniform goodness scale for the assessment of all
observed properties.

—Semantic attribution maps properties into the desirability scale, suggesting how
good or bad an observation is for the system.

—History of a property reflects the awareness of a property and implies awareness
of its change over time. This history may be more or less detailed and may slowly fade
as time passes, but it certainly is required to allow for the assessment of properties,
the environment, and the system itself in a historical context.

—Goals provide the context in which interpretation and semantic attribution is
meaningful.

—The purpose of an SES is to achieve all its goals.
—Expectation on environment implies that the system expects a specific environ-

ment, which is a precondition to realize if the environment is profoundly changing.
The system’s goals are often dependent on the environment.

—Expectation on Subject similarly implies that the system’s own state and condition
are continuously assessed to detect deviations, degradation, excellent performance,
and malfunctions.

—Inspection engines that continuously monitor and assess the situation require a
specific machinery that integrates all observations into a single, consistent world.

To realize all these properties in an SES is rather ambitious and not always necessary.
Depending on which of these properties are present and to what degree, we can group
systems into five levels:

—Level 1, Adaptive: A classic PID controller adapts to changes in the environment
by following reference values. Such a system does some abstraction and has some
expectations but in rather limited ways.

—Level 2, Property Aware: The system derives a semantic interpretation and at-
tribution of monitored data. The system has expectations regarding the monitored
property. It also has goals, and the attribution is done with respect to these goals.
The more properties it follows in this way, the larger the share of the environment
becomes that it is aware of. If the system monitors its own properties, we call it
self-aware.

—Level 3, History Aware: If, in addition to properly interpreting and classifying prop-
erties, the system maintains a history of observations, the environmental changes
over time are monitored and assessed. Moreover, a history self-aware system can
monitor and assess its own performance and relate it to expectations and goals.

—Level 4, Predictive: The inspection mechanism that allows the system to observe
and assess the environment and itself can be used to study future scenarios as
support for decision-making. A system with the capability to simulate if-then-else
scenarios is called predictive.

—Level 5, Group Aware: In addition to the self and the environment, the system
recognizes a peer group with shared goals and/or similarity in behavior.

As in many other classifications, the details and boundaries can be debated, but this
gives us a simple framework to categorize the work done in this field. A classification
similar in ambition and scope has been proposed by Lewis et al. [2015] and Faniyi
et al. [2014]. Inspired by Neisser’s work in psychology [Neisser 1997], they distinguish
between the five awareness levels stimulus-aware, interaction-aware, time-aware,
goal-aware, and meta-self-aware. There is no simple mapping to our categorization,
but all concepts found in one can also be identified in the other, although with different
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emphasis. Our property awareness is similar to Lewis et al.’s stimulus-awareness
but makes the abstraction mechanism explicit. Similarly, our Level 1 of an adaptive
system is related to interaction-awareness but with a focus on adaptivity while keeping
the concept of interaction rather implicit. Our history awareness and Lewis et al.’s
time-awareness resemble each other quite closely. Lewis et al.’s goal-awareness and
meta-self-awareness separate aspects of inspection and reasoning about goals and the
self, which are combined in our predictive level. Our Level 5 of group awareness is not
covered in Lewis et al.’s set of levels, but they consider it as a distinct aspect under
the label of collectives and emergent self-aware systems [Lewis et al. 2015].

This direct comparison of these two schemes of categorization highlights that there
is no single scheme yet that structures the relevant concepts in an obviously more
natural way than others. Depending on preference, emphasis, and objectives, one may
choose and adapt a proper categorization. However, it is also reassuring since different
schemes tend to cover the same ground and thus important aspects have most likely
not been overlooked.

Reviewing the state of the art with our five-level scheme in mind, we observe that
most embedded and CPSs proposed do some abstraction and interpretation of indi-
vidual properties such as power consumption, performance, and occurrence of specific
faults. Regarding these properties, there are also, mostly implicitly, defined goals and
expectations. With the exception of the work done by Preden and Helander [2006] and
the heartbeat framework [Hoffmann et al. 2010a], history records of properties are not
kept or used in any systematic way. The systems described by Sanz et al. [2007] and,
to a more limited extent, by Kaindl et al. [2013] use fairly sophisticated inspection
engines and modeling capabilities. The work by Sánchez-Escribano and Sanz [2014]
is an interesting attempt toward what we have called a unified desirability scale and
a semantic attribution. A kind of desirability scale is found whenever several objec-
tives are targeted simultaneously [Hoffmann 2014; Wang and Wang 2011; Sylvester
et al. 2006]. However, it appears implicitly as part of an objective function that is it-
self often not maintained explicitly, meaning it cannot be generalized. We expect from
a self-aware system that perhaps tens of partially independent observed properties
are easily related to each other with respect to an equally large set of desired goals.
Similarly, purpose and goals are either implicitly hidden in some decision algorithm,
hard-coded at design time, or both. In order to meet a larger set of more or less inde-
pendent goals, which are also likely to change over time, a more systematic and explicit
representation of objectives has to be developed. An interesting step is found in the
heartbeats framework [Hoffmann et al. 2010a], which allows applications to register
performance goals that are then monitored by the framework. It would be interest-
ing to explore if this approach can be generalized to functional objectives and made
sufficiently flexible to allow dynamic formulation of new goals. Along the same lines,
we note that expectations on the environment are handled in a similarly ad-hoc and
implicit way, if at all.

The work by Preden [2014, 2012] and Motus et al. [2009] is to our knowledge the
most advanced attempt toward group awareness, although it is still limited in this
respect. However, the recent strong attention on fog computing [Jennings and Stadler
2014; Satoh 2013; Hong et al. 2013; Bonomi et al. 2012] may speedily advance this field
and contribute to an understanding of group awareness in cooperating systems, how it
emerges, and what it is good for.

In summary, apart from classic control systems that populate Level 1, the overwhelm-
ing majority of the work discussed here appears in Level 2, although researchers realize
property awareness to grossly different degrees. There are some isolated attempts to
address the core features of Levels 3, 4, and 5. No level above Level 1 is covered
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satisfactorily, hence, significant research challenges remain. We try to address some of
these challenges at different levels using a new computing paradigm in Section 4.

4. CYBERPHYSICAL-SYSTEM-ON-CHIP (CPSOC): A PARADIGM AND ARCHITECTURE
FOR SMART EMBEDDED SYSTEMS

From an SoCperspective, SESs are an emerging area of computing system with unique
architectural attributes. SoCs as SES have many similarities with autonomic comput-
ing systems [Kephart et al. 2003] but are severely resource- and capability-constrained.
They can be analyzed through the computing-communication-control (C3)-centric no-
tions of CPSs [Lee 2008] but are limited due to the lack of explicit notions of the op-
erating systems and compilation principles in C3. Furthermore, emerging embedded
computing platforms that deploy complex SOCs will be characterized by the follow-
ing key features that provide both challenges and opportunities for simultaneously
managing system resilience, energy, and adaptivity:

—They will see much larger fault rates. More integration results in larger platforms
facing more dominant failure mechanisms (with technology scaling), causing in-
creased fault rates [Bernstein et al. 2006]. This is especially true for memories in
emerging data-centric platforms [Nassif et al. 2010; Singhee and Rutenbar 2010].

—They will be monitor-rich. To assess the state of health of the system, these com-
puting systems will employ a network of interconnected monitors looking for signa-
tures of faults, wearout, and impending failures [Floyd et al. 2007; Kornaros and
Pnevmatikatos 2013b; Lefurgy et al. 2013]. These monitors will span circuit, mi-
croarchitecture, and software layers.

—They will be aggressively heterogeneous in the computing fabric, covering all dimen-
sions: processing (for accelerating application/domain-specific functions) [Borkar and
Chien 2011], interconnect (to handle scalability and high-throughput) [Shafique et al.
2014], and memory (combining volatile and nonvolatile storage; e.g., Dhiman et al.
[2009]).

—They will be memory-heavy and will deploy heterogeneous memory technologies.
The data-centric nature of several emerging applications creates demand for denser
memories. Memories are likely to dominate energy as well as reliability concerns
[Nassif et al. 2010; Singhee and Rutenbar 2010] for computing systems. Moreover,
technology trends such as 3D integration [Borkar 2011] and heterogeneous memory
organizations (e.g., combining traditional SRAMs with emerging faster, denser, non-
volatile memories) [Wu et al. 2009] pose new challenges for energy efficiency and
resilience.

These concerns highlight the need for SES architectures that dynamically balance
multiple objectives across multiple levels of the design abstraction stack, manage their
limited resources, and are always keenly aware of their own accomplishments and
shortcomings. These abilities and attributes distinguish them from traditional em-
bedded systems design and motivate the need for a new design paradigm specifically
suitable for SES, as proposed in some recent works [Sarma et al. 2013, 2015]. We briefly
discuss such a paradigm and highlight its suitability for SES.

4.1. Overview

CPSoC [Sarma et al. 2013, 2015] is an SES paradigm that combines a sensor-actuator-
rich C3-centric paradigm with that of an adaptive and reflective middleware (a
flexible hardware-software stack and interface between the application and OS layer)
to control the manifestations of computations (e.g., aging, overheating, parameter
variability, etc.) on the physical characteristics of the chip itself and the outside

ACM Transactions on Embedded Computing Systems, Vol. 15, No. 2, Article 22, Publication date: February 2016.



22:14 N. Dutt et al.

interacting environment. Inspired by the C3 paradigm of CPSs [Lee 2008] and the
adaptive and learning abilities of autonomous computing [Kephart et al. 2003], CPSoC
provides a computing framework that assures the dependability of cyber/information
processing (i.e., the cyber aspects such as integrity, correctness, accuracy, timing,
reliability, and security) while simultaneously addressing the physical manifestations
(in performance, power, thermal, aging, wear-out, material degradation, reliability,
and dependability) of information processing on the underlying computing platform.
Not unlike the reference architecture proposed by Lewis et al. [2015], CPSoC aims to
coalesce these two traditionally disjoint aspects/abstractions of the cyber/information
world and the underlying physical computing worlds into a unified abstraction of
computing by using cross-layer virtual/physical sensing and actuation to enable a
C3-centric self-aware computing platform.

The CPSoC architecture consists of a sensor-actuator-rich computation platform sup-
ported by adaptive NoCs (cNoC, sNoC), Introspective Sentient Units (ISU), and an
adaptive and reflective middleware to manage and control both the cyber/information
and physical environment and characteristics of the chip [Sarma et al. 2013, 2015]. The
CPSoC architecture is broadly divided into several layers of abstraction, for example,
applications, operating system, network and bus communication, hardware, and the
circuit/device layers. CPSoC inherits most features of MPSoC in addition to on-chip
sensing and actuation to enable the ODA paradigm. Unlike traditional MPSoC, each
layer of the CPSoC can be made self-aware and adaptive by a combination of soft-
ware and physical sensors and actuators, as shown in Figure 4(a). These layer-specific
feedback loops are integrated into a flexible stack that can be implemented either as
firmware or middleware, as shown by the dotted line in Figure 4(a).

CPSoC distinctly differs from a traditional MPSoC in several ways. Traditional
MPSoC paradigms lack the ability to sense the system states and behaviors across
layers of system stacks due to lack of architectural support; they are incapable of ex-
ploiting and exposing process and workload variations due to a lack of suitable abstrac-
tions at multiple layers. Furthermore, they sacrifice usable performance and energy
opportunities by adopting worst-case design (guard bands), and they lack support for
multilevel actuation mechanisms and adaptations to aggressively meet competing and
conflicting demands. Moreover, traditional MPSoCs lack self-learning mechanisms that
can anticipate failures and predict vulnerabilities. CPSoC overcomes these limitations,
as detailed later.

4.2. CPSoC Features

The CPSoC framework supports four key ideas: (i) physical and virtual sensing and
actuation, (ii) simple/self-aware adaptations, (iii) multi- or cross-layer interactions and
interventions, and (iv) predictive modeling and learning. We briefly describe these
herein. (A detailed description is found in our Technical Report [Sarma et al. 2013].)

4.2.1. Cross-Layer Virtual and Physical Sensing and Actuation. CPSoCs are sensor-actuator-
rich MPSoCs that include several on-chip physical sensors (e.g., aging, oxide break-
down, leakage, reliability, temperature, and performance counters, as well as voltage,
current, and power sensors [Sarma et al. 2013, 2015]) on the lower three layers, as
shown by the On-Chip-Sensing-and-Actuation (OCSN) block in Figure 4(b). On the
other hand, virtual sensing is a physical-sensorless sensing of immeasurable param-
eters using indirect computation [Sarma et al. 2012]. It can be viewed as a software
sensor that provides indirect measurement of abstract conditions, contexts, inferences,
or estimates by processing (e.g., combining, aggregating, or predicting) sensed data
from either a set of homogeneous or heterogeneous sensors. It is also a computational
technique that enhances and/or adds sensing capability, introduces sensing options,
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Fig. 4. (a) Cross-layer virtual sensing and actuation at different layers of CPSoC. (b) CPSoC architecture
with adaptive Core, NoC, and the Observe-Decide-Act Loop as Adaptive, Reflexive Middleware [Sarma et al.
2013, 2015].
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Fig. 5. Adaptation using predictive control model and policies in CPSoC [Sarma et al. 2014, 2015].

increases sensitivity, enables efficient sensor resource uses, and overcomes physical
placement and cost restrictions. When combined with different kinds of sensors, vir-
tual sensing enables consensus to resolve faults and errors while providing a test bedfor
on-chip sensor fusion [S. Sarma et al. 2014]. The need for such an overprovisioned sens-
ing architecture [Sarma and Dutt 2014a] for MPSoCs has also been identified by Intel
[Borkar 2013].

Similarly, we define virtual actuations [Sarma et al. 2013, 2015] (e.g., application
duty cycling, algorithmic choice, checkpointing) that are software/hardware interven-
tions that can predictively influence system design objectives such as performance,
power, and reliability. Virtual actuation can be combined with the physical actuation
mechanisms commonly adopted in modern chips (e.g., DVFS and Adaptive Body Bias-
ing [ABB] to control chip performance, power, and parametric variations); the notion of
actuator fusion in CPSoC represents virtual and physical actuations that are combined
across different layers of abstraction [Sarma et al. 2013, 2015].

4.2.2. Simple and Self-Aware Adaptations. Self-awareness is used to describe the ability of
the CPSoC to observe its own internal behaviors as well as external systems it interacts
with such that it is capable of making judicious decisions that optimize performance and
other Quality of Service (QoS) metrics [Kephart et al. 2003]. Self-aware systems will
be capable of adapting their behavior and resources to automatically find the best way
to accomplish a given goal despite changing environmental conditions and demands.
A self-aware system must be able to monitor its behavior to update one or more of its
components (hardware architecture, operating system, and running applications) to
achieve its goals.

Two key attributes of the self-aware CPSoC are adaptation of each layer and multiple
cooperative ODA loops. As an example, the unification of an adaptive computing plat-
form (with combined DVFS, ABB, and other actuation means) along with a bandwidth
adaptive NoC [Sarma et al. 2013, 2015] offers extra dimensions of control and solutions
in comparison to traditional MPSoC architecture. These cooperative and hierarchical
control loops (e.g., the combination of traditional control loop; dotted lower box in
Figure 5) together with virtual sensing enabled optimized loop (upper loop in Figure 5)
effectively translate user goals or QoS into one or more multiple design objectives
[Sarma et al. 2013, 2015].
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4.2.3. Online Learning. Predictive modeling and online learning abilities of the system
behavior, as well as internal and external (environmental) states, provide self-modeling
abilities in the CPSoC paradigm. The system behavior and states can be built using
on- or offline linear or nonlinear models in time or frequency domains [Ljung 1998].
We specifically use statistical and neural network approaches [Haykin et al. 2009;
Fausett 1994] such that the model accuracy can be traded-off for model computational
complexity. We use regression-based linear predictors and nonlinear neural predictors
to build models of the system’s performance and power and energy consumption using
the cross-layer events, hardware counters, and on-chip sensor data. In addition, use of
coupling parameters (a metric that quantifies the interactions between layers) helps
to develop application and cross-layer interaction models for nominal and abnormal
operations. We use the predictive and learning abilities of CPSoC to improve autonomy
in managing the system resources and assisting proactive resource utilization in the
runtime system [Sarma et al. 2013, 2015].

4.2.4. Multi- or Cross-Layer Interactions and Interventions. On-chip self-awareness with
cross-layer virtual and physical sensing and actuation is a key enabling technology
for efficient use of heterogeneous architectures and applications with guaranteed run-
time system goals and QoS (performance, reliability, power, thermal behavior) in a
highly dynamic environment. Our previous work demonstrated the use of multi- and
cross-layer interactions and interventions for managing multiple design constraints
(e.g., power, performance, thermal, resilience, aging), as well as in different design con-
texts (e.g., mobile platforms, data-intensive applications, long-mission applications,
etc.); our Technical Report [Sarma et al. 2013] details several sample applications
where self-awareness is used to improve energy efficiency, increase system lifetime by
reducing aging effects, and improve system performance under thermal constraints.
In the next section, we present sample instances of use cases and applications of
CPSoC.

4.3. CPSoC Application in Smart Embedded Systems Design

On-chip self-awareness with cross-layer virtual and physical sensing and actuation is
a key enabling technology for efficient use of heterogeneous architectures and applica-
tions with guaranteed runtime system goals and QoS (performance, reliability, power,
thermal behavior) in a highly dynamic environment. Our Technical Report [Sarma
et al. 2013, 2015] contains several sample applications where self-awareness is used
to improve energy efficiency, increase system lifetime by reducing aging effects, and
improve system performance under thermal constraints. We highlight a few of these
application opportunities in the following subsections.

4.3.1. Smart Power-Reliability Online Co-Management. Reliability and power modeling for
emerging systems should be cross-layer and consider the full system stack [Quinn et al.
2011; Mitra et al. 2010, 2011; Carter et al. 2010] for holistic system-level optimization
and to avoid the pessimistic and pathological assumptions of a single-layer approach.
As emerging Heterogeneous MultiProcessor Platforms (HMPs) (Figure 4(b)) are mov-
ing toward aggressively heterogeneous architectures distinct in the number and type
of compute cores, the cross-layer and predictive modeling capability in CPSoC can be
used to achieve adaptive policies in the ODA middleware layer in Figure 4(b). These
emerging platforms face diverse multithreaded workloads, requiring a complex OS
scheduler and load balancer to fully exploit the platform’s heterogeneity for managing
power-performance and system resilience. Existing OS kernels’ scheduling and load
balancing schemes (Figure 6(a)) are openly accepted as inefficient for such systems
[Grey 2013]. For instance, the vanilla Linux kernel load balancer evenly distributes
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Fig. 6. Runtime system for emerging CPSoC/HMP platforms [Sarma et al. 2015].

the workload among cores even if the cores have distinct processing capabilities, re-
sulting in serious performance and energy efficiency loss. Recent efforts to address this
important issue (e.g., the IKS [Mathieu 2013] and the GTS [ARM Inc 2013] Linux ex-
tensions) are limited to the very specific case of ARM’s big.LITTLE with two core types.
Smart and self-aware capabilities specifically help in achieving versatile operating
system support for emerging, aggressively heterogeneous platforms like CPSoC/HMP
in addition to jointly addressing the resiliency and energy efficiency issues of such
architectures.

In an initial investigation, we developed SmartBalance [Sarma et al. 2015], a smart
Linux load balancer that is a closed-loop sensing-driven opportunistic load balancer
that uses on-chip sensing, estimation, and prediction, as well as global optimization
for aggressive HMPs. As shown in Figure 6(b) and (c), SmartBalance consists of three
phases—sense, predict, and balance—executed at runtime in periodic epochs, where
each epoch covers multiple Linux scheduling periods. Unlike the open-loop standard
Linux load balancer, which distributes the threads evenly, this closed-loop feedback-
driven approach makes judicious decisions to distribute the threads smartly (i.e.,
matched to the core type) to best achieve the system goal(s) (e.g., energy efficiency);
it uses predictive models for the performance and power impact of each thread exe-
cuting on different heterogeneous cores without the overhead of sampling at each core
type.

Experiments executed with a synthetic mix of PARSEC benchmarks (represent-
ing a dynamically varying workload) on both the standard vanilla Linux as well as
the SmartBalance-enhanced allocator, with the goal of achieving energy efficiency
(IPS/watt), demonstrate more than 50% energy-efficiency improvement over the stan-
dard vanilla Linux kernel load balancer and 20% improvement over the state-of-the-art
ARM GTS scheme on a quad-core heterogeneous MPSoC [Sarma et al. 2015]. Although
these results look promising for energy efficiency, opportunities exist to extend this ap-
proach to develop policies for a resilience-power-aware load balancer for such emerging
architectures.

4.3.2. Resiliency-Aware Smart Allocation for Improving System Reliability. Task allocation for
emerging platforms has significant impact in heterogeneous resource and resilience
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management. Although task allocation for homogeneous architectures has been stud-
ied extensively for performance and power management, the implications of cross-layer
heterogeneity on reliability during runtime allocation is an open problem, especially
for emerging HMP platforms. The notion of a lifetime reliability characterization at the
system level for different failure mechanisms using built-in reliability sensors in the
CPSoC paradigm can make a runtime allocator reliability-aware. Although life-time
reliability characterization has been used at the architectural level, elevating it to
the OS and higher abstraction layers requires solving key abstraction and awareness
challenges for such SESs. The lifetime reliability characterization matrix must incor-
porate a number of awareness properties in similar ways, typically as performance and
power characterization matrices [Sarma et al. 2015] at the OS layer. This capability
can enable lifetime reliability at the OS layer and use these for the intelligent alloca-
tion or balancing of threads to improve system reliability for emerging heterogeneous
platforms.

4.3.3. Resiliency-Aware Scheduling for Power Management. Resiliency-awareness through
the metric of lifetime reliability captures the impact of several failure mechanisms that
eventually causes permanent faults. However, the lifetime reliability metric does not
capture transient and intermittent reliability issues (e.g., Single Event Upset [SEU]
and Single Event Transients [SET]). A metric for transient and intermittent faults at
the OS level to complement the lifetime reliability metric can improve the awareness
capability of existing systems substantially by impacting the effect of transient errors
while sustaining the required lifetime of emerging platforms. A resiliency-aware intel-
ligent scheduling scheme that can directly manage system power at the system level
can lead to a synergistic scheduler capable of coordinating between the scheduler and
the power management governors.

5. CHALLENGES AND RESEARCH DIRECTIONS

Embedded systems lie at the heart of computing in its many forms, from large CPSoSs,
to the ubiquitous Internet-of-Things. The design and implementation of these embed-
ded systems face tremendous challenges for correct operation in the face of highly
dynamic environments, as well as in managing disparate and often cross-purpose con-
straints. The notion of “smartness” borrowed from biological systems is touted as a
possible solution to deal with these challenges, but, unfortunately, there is little com-
mon understanding of the inherent properties underlying smartness. This article first
reviewed commonly used “self-x” terms (e.g., self-awareness and self-adaptivity) and
presented a taxonomy to define and structure terminology related to smartness, then
used this taxonomy to position a sampling of the large body of related work in smart
software and hardware systems. We then focused on a SoC perspective for SESs and
presented the CPSoC platform as an exemplar for a hardware/software platform that
exhibits the properties of self-monitoring and self-awareness to enable adaptation as
well as learning mechanisms to evolve the system over time.

This article has barely scratched the surface of a wide range of challenges and op-
portunities facing the designers of next-generation SESs. In trying to raise the level
of “smartness,” there are significant challenges in embedding new models of cogni-
tion and intelligence emerging from neuroscience and psychology, all within the typ-
ical constraints of an embedded system (e.g., cost, power/energy, thermal, reliability,
weight, etc.). Lightweight abstractions of these neurobiological learning concepts need
to be developed, not only to fit into the multidimensional constraint envelope, but also
with a view to making such smart techniques easily implementable (e.g., design or
programming), especially given the shrinking design cycles for modern embedded sys-
tems. Furthermore, there is a whole slew of traditional and emerging challenges when
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smartness is embedded into these systems; some of them are novel design challenges
not experienced in traditional algorithm-design methodologies but are encountered in
the context of evolvable hardware [Yao and Higuchi 1999]:

—How do we express “correctness” when the smart system compensates for smaller
and bigger misbehavior anyway?

—How do we validate a smartly adapting system?
—Shall we replace conventional specify-design-validate methodologies by a provide-

smartness-and-set-objectives paradigm?
—How can we perform tradeoff analysis for smartness features?
—How can we quantify uncertainty, dynamicity, and variability in the platform, the

environment, and the applications?
—How do we develop efficient learning algorithms to support smart, resource-

constrained embedded systems?

These are but a few of the many challenges and opportunities facing designers of
next-generation SESs, and they call for a principled approach toward a design science
for smart software and hardware systems.
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