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Abstract—For network-on-chip (NoC) designs, optimizing
buffers is an essential task since buffers are a major source of cost
and power consumption. This paper proposes flow regulation and
has defined a regulation spectrum as a means for system-on-chip
architects to control delay and backlog bounds. The regulation
is performed per flow for its peak rate and burstiness. However,
many flows may have conflicting regulation requirements due to
interferences with each other. Based on the regulation spectrum,
this paper optimizes the regulation parameters aiming for buffer
optimization. Three timing-constrained buffer optimization prob-
lems are formulated, namely, buffer size minimization, buffer
variance minimization, and multiobjective optimization, which
has both buffer size and variance as minimization objectives.
Minimizing buffer variance is also important because it affects
the modularity of routers and network interfaces. A realistic case
study exhibits 62.8% reduction of total buffers, 84.3% reduction
of total latency, and 94.4% reduction on the sum of variances of
buffers. Likewise, the experimental results demonstrate similar
improvements in the case of synthetic traffic patterns. The
optimization algorithm has low run-time complexity, enabling
quick exploration of large design spaces. This paper concludes
that optimal flow regulation can be a highly valuable instrument
for buffer optimization in NoC designs.

Index Terms—Buffer size, buffer variance, interior point
method, network-on-chip (NoC), optimization problem.

I. Introduction

THE advance of the technology is raising the level of
integration of intellectual property (IP) and scalability

issue for communication architectures in very large-scale
integration systems. Since traditional buses do not scale well
in the system-on-chip (SoC) platforms, this trend has driven
bus-based architecture toward networks-on-chip (NoCs) [1].
Current achievements in integrating more processor cores on
a single chip enable to employ these many-core systems as
real time multimedia servers. Thus, it is imperative to provide
quality of service (QoS) in these systems which have been
well available in traditional Internet servers. IPs for a SoC are
typically developed concurrently using a standard interface,
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e.g., advanced extensible interface or open core protocol.
Despite the standard interfaces, integrating IPs into a SoC
infrastructure presents challenges because: 1) traffic flows
from IPs are diverse and typically have stringent performance
constraints; 2) the impact of interferences among traffic flows
is hard to analyze; and 3) of the cost and power constraint,
buffers in the SoC infrastructure must not be over-dimensioned
while still satisfying performance requirements even under
worst-case conditions.

Fig. 1 illustrates the approach that we have proposed and
investigated in [2] for addressing the IP integration problem.
Master IPs send read and write requests to slave IPs which
respond with read data and write acknowledgments. The
admission of traffic flows from master IPs into the SoC
infrastructure can be controlled by a regulator rather than
injecting them as soon as possible. Thus, we can control
QoS and achieve cost-effective communication. To lay a solid
foundation of the approach, our flow regulation has been based
on network calculus [3]–[6]. By importing and extending
the analytical methods from network calculus, we can obtain
worst-case delay and backlog bounds. In [7], we implemented
the microarchitecture of the regulator and quantified its hard-
ware speed and cost. The aim of this paper is to optimize the
regulator parameters including peak rate and traffic burstiness
of flows by formulating optimization problems.

Silicon area and power consumption are two critical design
challenges for NoC architectures. The network buffers take up
a significant part of the NoC area and power consumption [8];
consequently, the size of buffers in the system should be mini-
mized. On the contrary, buffers should be large enough to im-
prove communication performance. This means that there is a
tradeoff between buffer size and performance metrics. Hence,
we address an optimization problem of minimizing the total
number of buffers subject to the performance constraints of the
applications running on the SoC. Moreover, since reusing sim-
ilar or identical switches facilitates the design process of NoC-
based systems, we formulate another optimization problem to
minimize the variances of buffer size in the respective output
buffers of switches. As both of the mentioned objective func-
tions are worthwhile for the design process, we formulate them
as a multiobjective problem under QoS constraints. Finally, we
show the benefits of the proposed method and quantify perfor-
mance improvement and buffer size and variance reduction.

The remainder of this paper is organized as follows. Sec-
tion II gives an account of related works. In Section III, we
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Fig. 1. IP integration in SoCs.

introduce the flow regulation concept along with the basics of
Network Calculus [3]–[6]. Section IV discusses the underlying
system model. Section V is devoted to the discussion about the
buffer optimization problems. In Section VI, we present the
solution method using an iterative approach. Our simulation
results are described in Section VII. We discuss the scope
and assumptions in Section VIII. Finally, Section IX gives the
conclusion and future work.

II. Related Work

A. Network Calculus

Cruz [4] and Chang [6] have pioneered the network
calculus [4], which is a mathematical framework to derive
worst case bounds on maximum latency, backlog, and
minimum throughput. In [5], a general latency-rate server
model was proposed for analyzing traffic scheduling
algorithms. Based on this model, they derived deterministic
delay and backlog bounds. Le Boudec and Thiran [3]
summarized the results of network calculus and their
applications in Internet and ATM. Real-time calculus [9],
close to network calculus, was developed for platform-based
embedded systems. It generalizes standard event models
via upper and lower arrival curves, and processing-element
models via upper and lower service curves. Based on these
curves, it derives delay and backlog bounds. The authors
in [2] proposed a network calculus-based flow regulation and
defined a regulation spectrum as a design instrument for SoC
architects to control QoS. In this paper, we use the concept of
regulation and regulation spectrum in [2] and address the issue
of optimal regulation for buffer optimization. We optimize the
regulator parameters including peak rate and traffic burstiness
of flows by formulating optimization problems.

B. Application Specific Design

NoC-based SoC architectures are often designed for a
specific application or a class of applications. Thus, designers
customize it for a specific application to achieve best perfor-
mance and cost trade-offs. The authors in [10] and [11] show
the advantages of the topological mapping of IPs on the NoC
architectures. In [12], the network topology customization and
its effects on the system are considered. In [13] and [14],
the authors investigate the customized allocation of buffer
resources to different channels of routers. Actually, these
works strived to distribute a given budget of buffering space
among channels. Also, they are based on the average-case

analysis which is not sufficient for a system with hard real-
time requirements.

In [15], we followed a different direction by addressing
an optimization problem to find the minimum total buffer-
ing requirements while satisfying acceptable communication
performance in NoCs with round robin arbitration. In this
paper, we have significantly extended the work in [15]. We
address not only the buffer size minimization problem but also
the buffer variance minimization problem. Moreover, since
both objectives are desirable for NoC designs, we formulate a
multiobjective optimization problem to minimize both buffer
size and buffer variance. We give a systematic account of all
the three problems, i.e., the buffer size minimization, the buffer
variance minimization, and the multiobjective optimization.
Furthermore, we construct the model for weighted round robin
arbitration which outperforms round robin policy. It is worth
mentioning that our method is presented based on tight worst-
case bounds derived by network calculus. Therefore, it is
suitable for real-time system designs.

C. Optimization Method

In this paper, we formulate optimization problems to opti-
mize the regulator parameters with respect to buffer require-
ments.

In the literature, the proposed constrained problems
are called nonconvex nonlinear programming (NLP) prob-
lems [16]. The general aim in constrained optimization is to
transform the problem into an easier subproblem that can then
be solved and used as the basis of an iterative process [16]. A
characteristic of a large class of early methods is the translation
of the constrained problem to a basic unconstrained problem
by using a penalty function for constraints that are near or
beyond the constraint boundary. In this way, the constrained
problem is solved using a sequence of parameterized uncon-
strained optimizations, which in the limit converge to the
constrained problem. These methods are now considered rela-
tively inefficient and have been replaced by methods that have
focused on the solution of the Karush-Kuhn-Tucker (KKT)
equations [16], [17]. The KKT equations are necessary con-
ditions for optimality for a constrained optimization problem.

The solution of the KKT equations forms the basis to many
nonlinear programming algorithms. These algorithms attempt
to compute the Lagrange multipliers directly. In particular, we
will solve the proposed optimization problems using interior
point method for constrained NLP problems [16], [17].

III. Concepts of Flow Regulation

A. Network Calculus Basics

A flow f is an infinite stream of unicast traffic (packets) sent
from a source node and flow j is denoted as fj . In network
calculus [3], a flow fj(t) represents the accumulated number of
bits transferred in the time interval [0, t]. To obtain the average
and peak characteristics of a flow, traffic specification (TSPEC)
is used. With TSPEC, fj is characterized by an arrival curve
αj(t) = min(Lj + pjt, σj + ρjt) in which Lj is the maximum
transfer size, pj the peak rate (pj ≥ ρj), σj the burstiness



JAFARI ET AL.: BUFFER OPTIMIZATION IN NETWORK-ON-CHIP THROUGH FLOW REGULATION 1975

Fig. 2. Flow served by a latency-rate server. (a) Flow served without
regulation. (b) Flow served after regulation.

Fig. 3. Flow regulation.

(σj ≥ Lj), and ρj the average (sustainable) rate. We denote
it as fj ∝ (Lj, pj, σj, ρj). The burstiness also is an important
case among these parameters because a flow with low average
rate and unlimited burst size can incur an unlimited delay on
its own packets.

Network calculus uses the abstraction of service curve to
model a network element (node) processing traffic flows.
A service curve reflects the processing latency and service
capability of the node. A well-formulated service model is
the latency-rate function βR,T = R(t − T )+, where R is the
minimum service rate and T is the maximum processing
latency of the node [5]. Notation x+ = x if x > 0; x+ = 0,
otherwise.

As depicted in Fig. 2(a), a TSPEC flow fj ∝ (Lj, pj, σj, ρj)
(denoted as fj : αj) is served by a node guaranteeing a latency-
rate service βR,T . According to [3], the maximum delay and
the buffer required for flow j are bounded by (1) and (2),
respectively

D̄j =
Lj + θj(pj − R)+

R
+ T (1)

B̄j = σj + ρjT + (θj − T )+[(pj − R)+ − pj + ρj] (2)

where θj = (σj −Lj)/(pj −ρj). The output flow f ∗
j is bounded

by another affine arrival curve α∗
j (t) = (σj +ρjT )+ρjt, θj ≤ T ;

α∗
j (t) = min((T + t)(min(pj, R))+Lj +θj(pj −R)+, (σj +ρjT )+

ρjt), θj > T .

B. Regulation Spectrum

TSPEC can be used to characterize flows. It can also be
used to define a traffic regulator. Fig. 3 shows that an input
flow fj reshaped by a regulation component R̂j(pRj

, σRj
)

results in an output flow fRj
. We assume the regulator has the

same input and output data unit, flit, and the same input and
output capacity C flits/cycle. We also assume that fj’s average
bandwidth requirement must be preserved. The output flow
fRj

is characterized by the four parameters (Lj, pRj
, σRj

, ρj),
where pRj

∈ [ρj, pj], σRj
∈ [Lj, σj]. fj can be losslessly

reshaped by the regulator, meaning that fRj
has the same L

and average rate ρ as fj . The two intervals pRj
∈ [ρj, pj] and

Fig. 4. Mechanisms of flow regulation. (a) Self-regulating master. (b) IPs
are stalled: no queuing buffer. (c) IPs are not stalled: queuing buffer.

σRj
∈ [Lj, σj] are called the regulation spectrum, where the

former is for the regulation of peak rate and the latter for the
regulation of traffic burstiness.

The regulation spectrum defines the upper and lower limits
of regulation. Fig. 2(b) shows how the flow is served after
regulation. We implemented microarchitecture of the regulator
and quantified its hardware speed and cost in [7]. Selecting
appropriate pRj

and σRj
is very effective in performance and

cost of communications. In the next sections, we formulate
three optimization problems that consider these regulation
parameters as decision variables.

C. Mechanism and Cost of Flow Regulation

There are three different ways to realize the flow regulation,
each of which incurs different costs.

1) Regulation by design methodology: as shown in
Fig. 4(a), no regulator is implemented in the system.
The IP or the application is designed such that it meets
the regulation requirements. If that can be guaranteed,
there is no additional cost in the network or the network
interface. Also, there is no buffers and no delay due to
regulation; consequently, there is no hardware cost for
designing the regulator. However, the design structure
of master should be changed to have a self-regulating
master. This means that the workload is pushed to the
master and application design. Thus, it applies to new
IPs, but not applicable to legacy IPs.

2) Regulation by a hardware regulator: a hardware regu-
lator is implemented which enforces traffic regulation
at the network interfaces. There are two ways that the
hardware regulator may affect the behavior of IPs as
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Fig. 5. (σ, ρ)-based regulation mechanism.

follows.
a) As shown in Fig. 4(b), the regulator does not

buffer the packets, but stalls the traffic producers
or IPs. In this case, no buffer due to regulation
is required, but the behavior of masters should
also be modified. This may be a good idea if
the traffic producer is a multitasking CPU that
can do something else while waiting. In this case
the traffic generation is simply delayed and no
buffering costs occur in the system.

b) The traffic producers or IPs are not stalled but
the regulators use buffers to store transactions
as depicted in Fig. 4(c). This can reduce back-
pressure at the expense of buffering cost. Thus,
this scheme allows any legacy IPs to be directly
used in the system.

In principle, which option is best will depend on the context
(application, IPs, architecture, and so on). The significant
benefit of case 2b in comparison with others is simplicity
of design process because no changes are required for the
master structure. In this paper, we have implemented our
proposed method based on case 2b concepts, but it can be
easily extended for other cases.

To evaluate the overhead in silicon area due to the use of
regulators, we designed and synthesized a multi-flow regulator
with Synopsys tools using 180 nm technology [7]. When opti-
mized for area, the multi-flow regulator using three regulators
consumes 5K gates, running up to 730 MHz. Buffers and
packet latency due to regulation depend on the values of the
regulation parameters including peak rate and traffic burstiness
which will be calculated in our case study in Section VII. The
regulation mechanism in this paper is described as follows.

The regulator is implemented using the token-bucket mech-
anism [18] as shown in Fig. 5. The token queue has a size of σ.
Initially the token queue is full. The 1-flit/token server admits
one flit by de-asserting the “stall” signal as long as the token
queue is not empty. The token queue is realized by a saturating
credit counter that increments at rate ρ and saturates when it
reaches a count of σ. A flit can be transmitted if and only
if the credit counter is positive (at least one token available).
Each time a flit is sent, the counter is decremented by 1.

IV. System Model and Delay/Backlog Bounds

We aim at optimizing buffer requirements while satisfying
acceptable latency in on chip communications. We shall for-
mulate optimization problems based on an analytical perfor-
mance model. At first, we shall derive the per-flow worst-case
delay and backlog bounds.

Fig. 6. Example of required buffers for two flows.

Fig. 7. (a) Channel sharing among set of flows. (b) Channel service model
for flow j.

A. Assumptions and Notations

We consider a NoC architecture which can have different
topologies. Every node contains an IP core and a router with
p + 1 input channels and q + 1 output channels. Each IP core
performs its own computational, storage or input/output pro-
cessing functionality, and is equipped with a network interface
(NI). NIs provide an interface between IPs and the network
and they are responsible for packetization/depacketization of
messages. Note that the presence of NIs is the consequence of
using a network rather than using regulators. Regulators are in-
serted between the source IP and the NI. We presume the num-
ber of virtual channels for each physical channel is the same as
the number of flows passing through that channel. Fig. 6 shows
required buffers of flows f1 and f2 from different sources to
the same destination. The following analysis on buffer require-
ments of flows is illustrated by this figure. We also assume
that the NoC architecture is lossless, and packets traverse the
network in a best-effort fashion using a deterministic routing.
This means that the path of a flow is statically determined.

To facilitate our discussions, we turn the aforementioned
NoC architecture into a mathematically modeled network. In
this respect, we consider a NoC as a network with a set of
bidirectional channels L, and a set of flows F . Each physical
channel i ∈ L has a fixed capacity of cli flits/cycle. We
denote the set of flows that share channel i by Fli and their
number is denominated as nli . Similarly, the set of channels
that flow j passes through, is denoted by Lfj

and their number
is denominated as nfj

. By definition, j ∈ Fli if and only if
i ∈ Lfj

.

B. Channel Service Model

To compute the flow traversal delay and backlog bounds
using the equations, we first need to build a channel service
model. The network channel and the ejection channel at the
destination node are treated in the same way since both
types of channels are multiplexed by multiple flows with an
arbitration policy.
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Fig. 8. Modeling each network element as a latency-rate server.

Fig. 7(a) depicts a channel li allocated to nli flows. Since
the arbitration policy determines how much the flows influence
each other, it has to be known. We assume that, while serving
multiple flows, the routers employ weighted round robin
scheduling to share the link bandwidth. Assuming a fixed word
length of Lw in all of flows, weighted round robin arbitration
means that each flow j gets at least a ρj∑

∀fk∈Fli

ρk

cli of the

channel bandwidth. A flow may get more if the other flow
uses less, but we now know a worst-case lower bound on
the bandwidth. Since network calculus uses the abstraction of
service curve to model a network element processing traffic
flows [3], we can also model a weighted round robin arbiter
of channel li for flow j as a latency-rate server [19] that its
function is as β

R
j

li
,T

j

li

= R
j

li
(t −T

j

li
)+, where R

j

li
is the minimum

service rate and T
j

li
is the maximum processing latency of the

arbiter of channel li for flow j. R
j

li
and T

j

li
are defined as

follows:

R
j

li
=

ρj
∑

fk∈Fli
ρk

cli (3)

T
j

li
=

(
∑

fk∈Fli
Nk

li
− N

j

li
)Lw

cli

(4)

where N
j

li
is the minimum positive integer for flow j passing

through channel i provided that
ρj∑

∀fk∈Fli

ρk

=
N

j

li∑
∀fk∈Fli

Nk
li

∀fj ∈ Fli .

For (3), R
j

li
denotes the minimum weight-proportional band-

width that flow j can take from channel i. For (4), T
j

li
denotes

the maximum blocking time for flow j when passing through
channel i. The channel service model for flow j is shown in
Fig. 7(b).

With the channel service model, we can now model a flow
passing through a series of channels including the ejection
channel as a series of concatenated latency-rate servers. Fig. 8
shows a traffic flow fj after regulation which is called fRj

and is passing through adjacent channels. We construct an
analytical model with the network elements depicted in this
figure. Every channel li ∈ Lfj

that flow j passing through can
be modeled as a latency-rate server for flow j with service
curve β

R
j

li
,T

j

li

, and also the ejection channel in the destination

node of flow j, node k, can be modeled as a latency-rate server
with service curve βRmk

,Tmk
.

C. Tight Worst-Case Bounds for Each Flow

Consider that flow j passes through the regulator and
several network channels offering each a latency-rate service
curve. For each flow, the delay and backlog bounds have two
components: one incurred at the regulator and the other the
network.

Fig. 9. Modeling all network elements as a latency-rate server.

1) Delay and Backlog Bounds at Regulators: To determine
the delay and backlog due to the regulation, its impact on
the behavior of IPs should be considered. As discussed in
Section III-C, one is that IPs are stalled and therefore, there
is no queuing buffer at the regulator. In the other case which is
adopted in this paper, IPs are not stalled and the regulators use
buffers to store transactions. This can decrease back-pressure
at the expense of buffering cost. Let Dregj

and Bregj
be the

delay and backlog for flow j due to regulation, respectively.
We have Bregj

= �σj = σj − σRj
, which is the difference

between the input and output burstiness of the regulator, and
Dregj

= �σj/ρj [2].
2) Delay and Backlog Bounds in the Network:

a) Delay bound: To compute the delay bound for a flow
passing a series of nodes, one simple way is to calculate the
summation of delay bounds at each node. However, this results
in a loose total delay bound. To tighten the worst-case delay
bound along the network, we use the theorem of concatenation
of network elements [3]. Given are two nodes sequentially
connected and each is offering a latency-rate service curve
βRi,Ti

, i = 1 and 2. These nodes can be represented as a single
latency-rate server as follows:

βR1,T1 ⊗ βR2,T2 = βmin(R1,R2),T1+T2 . (5)

As depicted in Fig. 9, we can model all network elements
on a given flow as a single latency-rate server βRej

,Tej
with the

following characteristics:

Rej
= min

(

minli∈Lfj

(
ρj

∑
fk∈Fli

ρk

cli

)

,
ρj

∑
fr∈Fdk

ρr

cmk

)

(6)

Tej
=

∑

li∈Lfj

(
(
∑

fk∈Fli
Nk

li
− N

j

li
)Lw

cli

)

+
(
∑

fr∈Fdk
Nr

dk
− N

j

dk
)Lw

cmk

(7)

where Rej
denotes the minimum service rate among channels

through which flow j passes and Tej
the sum of maximum

processing latency of the mentioned channels.
Based on a corollary of this theorem which is known as Pay

Bursts Only Once [3], the equivalent latency-rate server is used
for obtaining worst-case delay bound. Therefore, according to
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(1), (6), and (7), the maximum delay for flow j in network is
bounded by

D̄j =
Lj + θRj

(pRj
− Rej

)+

Rej

+ Tej
+ nfj

dp (8)

where dp is delay for propagation in a channel which is
assumed identical for all channels. Therefore, nfj

dp is prop-

agation delay in whole network for flow j and θRj
=

σRj
−Lj

pRj
−ρj

.
Hence, the total maximum delay for the flow j is bounded as
Dregj

+ D̄j .
b) Backlog bound: For calculating tight worst-case

bound on backlog along the network, the sum of the individual
bounds on every element is computed [3]. Thus, the required
buffer in network for flow j is bounded by

B̄j =
∑

i∈Lfj

B̄ji + B̄mj
(9)

where B̄ji is the upper bound on the buffer for flow j for
each i ∈ Lfj

and B̄mj
is the maximum required buffer for the

ejection channel multiplexer of the destination node of flow
j. B̄ji and B̄mj

can be easily obtained by (2). For example,
directly applying (2) for flow j in Fig. 8, B̄mk

can be calculated
by

B̄mk
= σ̆Rj

+ρjT
j
mk

+(θ̆j −T j
mk

)+[(p̆Rj
−Rj

mk
)+ − p̆Rj

+ρj]. (10)

Finally, the total buffer requirements for flow j are bounded
by Bregj

+ B̄j .

V. Buffer Optimization Problems

A. Buffer Size Optimization

As stated before, our objective is to choose output peak
rate and traffic burstiness of regulators for each flow so as to
minimize the buffer requirements while satisfying acceptable
performance in the network. Thus, the buffer size minimization
problem, Minimize-Size, can be formulated as follows.

Given a set of flows F =
{
fj ∝ (Lj, pj, σj, ρj)

}
, routing

matrix R, the maximum delay that each flow can suffer in the
network d =

{
dj

}
for ∀fj ∈ F , find the regulator parameters,

peak rate pRj
and traffic burstiness σRj

for ∀fj ∈ F , such that

min
pRj

,σRj

∑

∀fj∈F

(Bregj
+ B̄j) (11)

subject to

Dregj
+ D̄j ≤ dj ∀fj ∈ F (12)

ρj ≤ pRj
≤ pj ∀fj ∈ F (13)

Lj ≤ σRj
≤ σj ∀fj ∈ F (14)

B̄j > 0 ∀fj ∈ F (15)

where pRj
and σRj

for ∀fj ∈ F are optimization variables.
Equation (11) is the objective function of this optimization

problem which minimizes total buffer requirements. Constraint
(12) says that the maximum delay of each flow j cannot exceed
the maximum delay that it can suffer in the network dj . Since
we measured the flow performance in terms of its latency,

we can consider dj as a criterion of minimum guaranteed
performance for flow j. Constraints (13) and (14) are related
to two intervals pRj

∈ [ρj, pj] and σRj
∈ [Lj, σj] which called

the regulation spectrum as described in Section III-B.
It is clear that by following the above mentioned equations,

we can understand the effect of optimization variables on the
objective function and all constraints of the defined problem.

In the literature, (11) is called a nonconvex NLP prob-
lem [16]. There are different methods for solving this kind
of optimization problems. In particular, we will solve the
optimization problem (11) using interior point method for
constrained NLP problems [16], [17].

B. Buffer Variance Optimization

To reuse IP modules, designers would like to use similar
switches as far as possible. However, flow requirements differ
from each other in terms of buffer size; consequently, we
would like to find appropriate peak rate and traffic burstiness
of each flow so that variances of buffer size in the respective
output buffers of switches are minimized. For example in a
2-D mesh network, we would like to minimize the variance
of buffer size in northern output port of switches, as well
as other output ports. Using general variance formula, we can
easily calculate variances of the required buffer on each output
port i which is denoted by vari. Hence, we formulate another
optimization problem to minimize the sum of required buffers
variances while satisfying QoS requirements in the network.
Thus, the buffer variance minimization problem, Minimize-
Variance, can be formulated as follows.

Given a set of flows F =
{
fj ∝ (Lj, pj, σj, ρj)

}
, routing

matrix R, the maximum delay that each flow can suffer in the
network d =

{
dj

}
for ∀fj ∈ F , find the regulator parameters,

peak rate pRj
and traffic burstiness σRj

for ∀fj ∈ F , such that

min
pRj

,σRj

∑

i

vari (16)

subject to

Dregj
+ D̄j ≤ dj ∀fj ∈ F (17)

ρj ≤ pRj
≤ pj ∀fj ∈ F (18)

Lj ≤ σRj
≤ σj ∀fj ∈ F (19)

B̄j > 0 ∀fj ∈ F. (20)

Optimization variables are pRj
and σRj

, ∀fj ∈ F , that can
be detected in the objective function and constraints by the
following equations. Similar to (11), (16) also is a nonconvex
NLP that can be solved via the interior point method.

C. Multiobjective Optimization Problem

As both of the aforementioned objective functions are
worthwhile for designing the network, we formulate a mul-
tiobjective optimization problem which minimizes both total
buffers and variances, Multiobjective, as follows.

Given a set of flows F =
{
fj ∝ (Lj, pj, σj, ρj)

}
, routing

matrix R, the maximum delay that each flow can suffer in the
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network d =
{
dj

}
for ∀fj ∈ F , find the regulator parameters,

peak rate pRj
and traffic burstiness σRj

for ∀fj ∈ F , such that

min
pRj

,σRj

f1 =
∑

∀fj∈F

(Bregj
+ B̄j) (21)

min
pRj

,σRj

f2 =
∑

i

vari (22)

subject to

Dregj
+ D̄j ≤ dj ∀fj ∈ F (23)

ρj ≤ pRj
≤ pj ∀fj ∈ F (24)

Lj ≤ σRj
≤ σj ∀fj ∈ F (25)

B̄j > 0 ∀fj ∈ F. (26)

In multiobjective optimizations, there is not even a universally
accepted definition of optimum as in single-objective opti-
mization, which makes it difficult to even compare results of
one method to another, because normally the decision about
what the best answer corresponds to the so-called decision
maker [23]. Overall, there are different ways for solving mul-
tiobjective optimizations. One of them is combining objectives
into a single function which normally denominated Weighted
Sum Approach. Since objective functions in this paper are in
the same direction and they are not in conflict with each other,
we adopt this approach. The results in Section VII also confirm
that the obtained solution of the proposed multiobjective
problem is very close to optimal points of Minimize-Size and
Minimize-Variance problems. This means that it is an appro-
priate method for solving this problem. The main advantage
of this approach is the simplicity of its implementation and its
computational efficiency. This method consists of adding all
the objective functions together using weighting coefficients
for each one of them. Specifically, our multiobjective problem
is transformed into a scalar optimization problem of the form

min(w1f1 + w2f2) (27)

where w1 and w2 are the weighting coefficients representing
the relative importance of the objectives. In this paper, they are
assumed the same. This approach has a low run-time complex-
ity because of its simplicity and efficiency and therefore, can
be applied for complex SoC designs. We solve the mentioned
problem still using the interior point method.

VI. Optimization Method

A. Optimization Algorithm

As stated before, the proposed optimization problems are
called nonconvex NLP problems [16] and solved by the
interior point method. There are different packages for solving
this kind of optimization problems and we particularly use the
MATLAB optimization package in this paper.

To exemplify the optimization approach, we will solve the
buffer size optimization problem (11), using the interior point
method for constrained NLP problems [16], [17].

The interior point approach to constrained minimization is
to solve a sequence of approximate minimization problems

called barrier problem [17]. Due to (11), for each µ > 0, the
barrier problem is

min
pRj

,σRj
,si

∑

∀fj∈F

(Bregj
+ B̄j) − µ

6|F |∑

i=1

ln(si) (28)

subject to

Dregj
+ D̄j − dj + si = 0 ∀fj ∈ F i = 1, ..., |F | (29)

ρj − pRj
+ si = 0 ∀fj ∈ F i = |F | + 1, ..., 2 |F | (30)

pRj
− pj + si = 0 ∀fj ∈ F i = 2 |F | + 1, ..., 3 |F | (31)

Lj − σRj
+ si = 0 ∀fj ∈ F i = 3 |F | + 1, ..., 4 |F | (32)

σRj
− σj + si = 0 ∀fj ∈ F i = 4 |F | + 1, ..., 5 |F | (33)

si − B̄j = 0 ∀fj ∈ F i = 5 |F | + 1, ..., 6 |F | (34)

where |F | is the cardinality of set F .
There are as many slack variables si as inequality constraints

(12)–(15). The si are restricted to be positive to keep ln(si)
bounded. As µ decreases to zero, the minimum of fµ should
approach the minimum of f . The approximate problem (28) is
a sequence of equality constrained problems. These are easier
to solve than the original inequality-constrained problem (11).

To facilitate our discussion, we define pR = (pR1 , ..., pR|F | )
T ,

σR = (σR1 , ..., σR|F | )
T , s = (s1, ..., s6|F |)T and assume

g(pR, σR) = (g1(pR, σR), ..., g6|F |(pR, σR))T so that g(pR, σR)+
s is a vector that its elements are constraints (29)–(34). Thus,
the barrier problem (28) can be rewritten as

min
pR,σR,s

fµ(pR, σR, s) = min
pR,σR,s

f (pR, σR) − µ

6|F |∑

i=1

ln(si) (35)

subject to

g(pR, σR) + s = 0. (36)

In the following, we shall find an approximate solution to
(35), for fixed µ. Then, the used method is applied repeatedly
to (35), for decreasing values of µ, to approximate the solution
of the original problem (11).

Using the optimization methods [16], the Lagrangian of the
problem (35) can be written as

L(pR, σR, s, λ) = f (pR, σR) − µ

6|F |∑

i=1

ln(si) + λT (g(pR, σR) + s)

(37)
where λ = (λ1, ..., λ6|F |)T is the vector of Lagrange multipliers.
Regarding the first-order optimality conditions, at an optimal
solution (pR, σR, s) of the barrier problem, we have

∇pR
L(pR, σR, s, λ) = ∇pR

f (pR, σR) + A(pR, σR)λ = 0 (38)

∇σR
L(pR, σR, s, λ) = ∇σR

f (pR, σR) + Á(pR, σR)λ = 0 (39)

∇sL(pR, σR, s, λ) = −µS−1e + λ = 0 (40)

where A(pR, σR) = (∇pR
g1(pR, σR), ..., ∇pR

g6|F |(pR, σR)) and
Á(pR, σR) = (∇σR

g1(pR, σR), ..., ∇σR
g6|F |(pR, σR)) are the
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matrixes of constraint gradients with respect to pR and σR,
respectively, and where

e =

⎛

⎜
⎝

1
...
1

⎞

⎟
⎠ , S =

⎛

⎜
⎝

s1

. . .
s6|F |

⎞

⎟
⎠ .

To solve the approximate problem, we should generate a
step d for displacement at an iterate z, where

d =

⎛

⎝
dpR

dσR

ds

⎞

⎠ .

One of the two main types of steps is used at each iteration.
1) A direct step in (pR, σR, s). This step attempts to solve

the KKT equations for the approximate problem via
a linear approximation. This is also called a Newton
step [20].

2) A conjugate gradient (CG) step, using a trust re-
gion [21].

The algorithm first attempts to take a direct step. If it cannot,
it attempts a CG step. One case where it does not take a direct
step is when the approximate problem is not locally convex
near the current iteration.

Afterward, it is necessary to decide if the step obtained from
the abovementioned methods is acceptable. For this purpose,
a merit function is introduced. The merit function is given by

φ =
∑

∀fj∈F

(Bregj
+ B̄j) − µ

6|F |∑

i=1

ln(si) + ν ‖g(pR, σR) + s‖ (41)

where ν > 0 is a penalty parameter and can increase
with iteration number in order to force the solution toward
feasibility.

The step is accepted if it gives sufficient reduction in the
merit function; otherwise it is rejected. More details of the
direct and CG steps are described in the following.

According to the above discussions, we present an iterative
algorithm as the solution to (11). Algorithmic realization of
the solution method is listed as Algorithm 1. In this respect,
optimal peak rate and traffic burstiness for traffic flows can
be found while minimizing total buffer requirements under
performance constraints.

B. Direct Step

This step attempts to solve the KKT equations for the
barrier problem via a linear approximation. Regarding the
KKT conditions for the equality constrained barrier problem
(35), we have

⎛

⎜
⎜
⎝

∇pR
f (pR, σR) + A(pR, σR)λ

∇σR
f (pR, σR) + Á(pR, σR)λ

−µS−1e + λ

g(pR, σR) + s

⎞

⎟
⎟
⎠ = 0. (42)

After applying Newton’s method to this system, we have
⎛

⎜
⎜
⎝

∇2
pR,pR

L ∇2
pR,σR

L 0 A(pR, σR)
∇2

σR,pR
L ∇2

σR,σR
L 0 Á(pR, σR)

0 0 µS−2 I

A(pR, σR) Á(pR, σR) I 0

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎝

dpR

dσR

ds

λ+

⎞

⎟
⎟
⎠

Algorithm 1: Buffer Size Minimization Algorithm

Initialization:

1. Choose a penalty parameter ν > 0 and a barrier parameter µ > 0.
2. Initialize trust region radius R > 0 and Lagrange multipliers λ.
3. Set an appropriate initial value for peak rate and burstiness of flows

for problem (11) denoted as pR(0), σR(0).
4. Specify an appropriate value for ε, έ (έ denote

value of expectable reduction in merit function).

1. Loop 1: Do until
(max | pR(t + 1) − pR(t) |< ε)&(max | σR(t + 1) − σR(t) |< ε)

2. Set an appropriate initial value for peak rate and burstiness of flows
and slack variables for barrier problem (35) denoted as ṕR(0), σ́R(0),
s(0).

3. Loop 2: Do until
(max | ṕR(k + 1) − ṕR(k) |< ε)&(max | σ́R(k + 1) − σ́R(k) |< ε)

4. if H is not definite positive go to 5
4.1. Calculate d based on Direct Step as described in Section VI-B
4.2. Go to 6.

5. Calculate d based on CG Step as described in Section VI-C

6. ptemp = ṕR(k) + dpR
;

7. σtemp = σ́R(k) + dσR
;

8. stemp = ś(k) + ds

9. Calculate φ(k + 1) by substituting ptemp, σtemp, stemp in
merit problem (41).

10. if (φ(k + 1) − φ(k) ≥ έ)
10.1. Decrease R;
10.2. Go to 4;

11. pR(k + 1) = ptemp; σR(k + 1) = σtemp; s(k + 1) = stemp

12. Compute new Lagrange multipliers λ.
13. End of loop 2.

14. Decrease barrier parameter µ.
15. End of loop 1.

Output:
Communicate optimal peak rates and traffic burstinesses to the
corresponding regulators.

=

⎛

⎜
⎜
⎝

∇pR
f (pR, σR)

∇σR
f (pR, σR)
µS−1e

−g(pR, σR) − s

⎞

⎟
⎟
⎠ (43)

where λ+ = λ+dλ. Thus, steps dpR
, dσR

and ds can be calculated
by solving (43). Letting H be the Hessian of the Lagrangian
of the barrier problem, we have

H =

⎛

⎝
∇2

pR,pR
L ∇2

pR,σR
L 0

∇2
σR,pR

L ∇2
σR,σR

L 0
0 0 µS−2

⎞

⎠ . (44)

If the barrier problem is locally convex near the current
iteration, i.e., H is positive definite, the algorithm uses this
step; otherwise, it uses a CG step, described in the next section.

C. Conjugate Gradient (CG)

The CG approach to solving the approximate problem
(35) is similar to other CG calculations. In this case, the
algorithm adjusts pR, σR, and s, keeping the slacks s positive.
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The approach is to minimize a quadratic approximation to
the barrier problem in a trust region, subject to linearized
constraints.

The algorithm obtains Lagrange multipliers by approxi-
mately solving the KKT equations, subject to λ being positive.
Then it takes a step d = (dpR

, dσR
, ds)T to approximately solve

min
d

∇fT
µ d +

1

2
dT Hd (45)

subject to

(A(pR, σR)T I)dpR
+ (Á(pR, σR)T I)dσR

+ g(pR, σR) + s = 0

where ∇fµ is the gradient of the barrier problem and is given
by

∇fµ =

⎛

⎝
∇pR

f (pR, σR)
∇σR

f (pR, σR)
−µS−1e

⎞

⎠ . (46)

To obtain convergence from remote starting points, we
introduce a trust region constraint in (45) of the form

∥
∥
∥
∥
∥
∥

⎛

⎝
dpR

dσR

S−1ds

⎞

⎠

∥
∥
∥
∥
∥
∥

≤ R (47)

where R > 0 denotes the trust region radius and is updated at
every iteration.

To solve (46), the algorithm tries to minimize a norm of
the linearized constraints inside a region with radius scaled
by R. Then (45) is solved with the constraints being to match
the residual from solving (46), staying within the trust region
of radius R, and keeping s strictly positive. Since it is not
desirable to impede progress of the iteration by employing
small trust regions, the slack variables are bounded away from
zero by imposing the well-known fraction to the boundary
rule [22]

s + ds ≥ (1 − τ)s

where the parameter τ ∈ (0, 1) is chosen close to 1. Therefore,
(45) can be rewritten as follows:

min
d

∇fT
µ d +

1

2
dT Hd (48)

subject to

A(pR, σR)T IdpR
+ Á(pR, σR)T IdσR

+ g(pR, σR) + s = 0 (49)
∥
∥(dpR

, dσR
, S−1ds)

∥
∥ ≤ R (50)

ds ≥ −τs. (51)

Although, (48) could be difficult and complex to solve
exactly, but we intend to only compute approximate solutions
which are sufficiently good solutions [17].

Further details about the optimization method can be found
in [17], [20], and [21].

Fig. 10. Ericsson radio systems application.

VII. Experimental Results

A. Experimental Setup

To evaluate the capability of our method, we applied it
to a realistic traffic pattern and two synthetic traffic patterns
including hot-spot and bit-complement which are mapped to
a 4 × 4 2-D mesh network. Although the experiments are
performed on a mesh, our method is topology independent.

In this paper, the proposed analytical model is implemented
in MATLAB and throughout the experiments, we consider an
SoC with 500 MHz frequency, 32-flit packets, and 32-bit flits.
We also assume that packets traverse the network on a shortest
path using the dimension order XY routing, which is deadlock
free.

B. Realistic Traffic Pattern

We used a real application provided by Ericsson Radio
Systems [1] as shown in Fig. 10. This application consists
of 16 IPs. Specifically, n2, n3, n6, n9, n10, and n11 are ASICs;
n1, n7, n12, n13, n14, and n15 are DSPs; n5, n8, and n16

are FPGAs; n1 is a device processor which loads all nodes
with program and parameters at startup, sets up, and controls
resources in normal operation. Traffic to/from n1 is for system
initial configuration and no longer used afterward. There are 26
node-to-node traffic flows that are categorized into nine types
of traffic flows {a, b, c, d, e, f, g, h, i}, as marked in the figure.
The traffic flows are associated with a bandwidth requirement.

As stated before, each flow j is characterized by
(Lj, pj, σj, ρj) that are input parameters of the regulator. We
assume Lj and pj for all flows are the same and equal to 1 flit

and 1 flit/cycle, respectively. ρj is determined in flits/cycle

due to Fig. 10 and also, σj can be easily calculated for each
flow which its value will be shown in Section VII-B3.

1) Buffer Size Optimization: As we mentioned before, a
regulator limits a flow injection process with two parameters
(peak rate and burstiness). Since there are 26 flows in the
example, 52 parameters have to be assigned to regulators. To
show that how these parameters heavily affect the required
buffer and communication delay, we consider two different
regulator sets.

1) Optimized regulators, which are optimized based on the
proposed minimizing buffer problem (11).
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Fig. 11. Peak rate of flows.

Fig. 12. Traffic burstiness of flows.

TABLE I

Comparison of the Required Buffer Between Different Schemes

Network Buffer Regulator Buffer Total Buffer
Without reg. 404 0 404
Optimized reg. 118 28 146
Unoptimized reg. 384 37 421

TABLE II

Comparison of the Maximum Delay Between Different Schemes

Network Delay Regulator Delay Total Delay
Without reg. 3460 0 3460
Optimized reg. 502 61 563
Unoptimized reg. 3396 163 3559

2) Unoptimized regulators, which are not optimized. Obvi-
ously, there is a huge number of unoptimized configura-
tions. We consider a configuration that needs maximum
amount of buffers to regulate flows. In fact, we modify
the buffer optimization problem (11) to maximize the
total number of required buffers instead of minimization.

Then, the total maximum buffer and total maximum delay are
calculated and depicted in Tables I and II, respectively, along
with values for a system without regulators.

From these tables, we can see that the optimized regulation
scheme leads to about 64% reduction in total maximum
required buffer and about 84% in total maximum delay when
compared with the without regulation scheme. Also these
tables show that unoptimized regulators decrease the max-
imum required buffer and delay in the network because of
reducing the contention for shared resources. However, buffer
and delay in the regulators are increased to the extent that
the total buffer requirements and delay become more than the
without regulation scheme because the regulator parameters
are not configured appropriately. As a result, we can minimize
total buffer cost and improve communications performance by

Fig. 13. Maximum required buffers for every flow.

Fig. 14. Maximum worst-case delay for every flow.

TABLE III

Comparison Between Different Scenarios

Required Buffer (flits) Variance
Without regulation 404 436.36
Minimize-size 146 33.82
Minimize-variance 192 22.96
Multiobjective 150 24.29

consuming a few buffers in the regulator and assigning the
peak and burstiness parameters of regulators in a wise manner.

2) Buffer Variance Optimization: Identical switches
throughout the network may be a constraint in NoC-based sys-
tems. Therefore, we have formulated the Minimize-Variance
optimization problem to design similar switches as far as
possible. The results show that if there is no regulator in
the network, the sum of variances over different channels of
switches is about 436.36, while by controlling flows based on
obtained output peak rate and traffic burstiness of solving the
Minimize-Variance problem, it is equal to 22.96. So, we have
about 94% reduction on the sum of variances of buffers.

In this respect, the structures of latter switches are more
similar than the former one. It is worth mentioning that if the
peak and burstiness parameters of regulators are not appropri-
ately assigned with respect to buffer variance minimization, we
may have similar or even more buffer variance in comparison
to without regulation scheme. For instance, in one of the
unoptimized schemes, the sum of variances over different
channels of switches is about 436.

3) Multiobjective Optimization: As both minimizing total
required buffer and buffer variance are important for designers,
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Fig. 15. Maximum required buffers for the ejection channels in switches.

Fig. 16. Maximum required buffers for the southern channels in switches.

Fig. 17. Maximum required buffers for the northern channels in switches.

Fig. 18. Maximum required buffers for the eastern channels in switches.

Fig. 19. Maximum required buffers for the western channels in switches.

TABLE IV

Comparison of the Maximum Delay Between Different

Scenarios

Network Regulator Total Average
Worst-Case Worst-Case Worst-Case Worst-Case

Delay Delay Delay Delay
Without regulation 3460 0 3460 49.99
With regulation 463 81 544 21.70

we have modeled them as a multiobjective optimization prob-
lem. For more detail, we have calculated two parameters Total
Required Buffer and Variance which are listed in Table III.

As can be observed from Table III, Minimize-Size problem
guarantees that output peak and traffic burstiness selection
is carried out in favor of minimizing total required buffer
while there is no such guarantee for the sum of variances
over various channels. On the contrary, although Minimize-
Variance yields greater required buffer than Minimize-Size, it
gives almost the same structure of switches. The results in
Table III show that the presented Multiobjective problem might
be seen as providing a tradeoff between such parameters. Since
the Total Required Buffer and Variance parameters in this
problem are very close to their optimal values in Minimize-
Size and Minimize-Variance problems, respectively, they are
definitely acceptable for the decision maker. So, in the rest
of paper, with regulation scheme refers to the regulator which
has been optimized for both buffer size and variance.

As can be vividly seen in Figs. 11 and 12, regulators reduce
peak rate and traffic burstiness of flows, respectively.

To go into more detail, we depict maximum required buffer
and delay of each flow for these schemes in Figs. 13 and
14, respectively. Regarding Fig. 13, it is apparent that in the
network with the proposed regulator, most flows require less
buffer and also, as mentioned in Table III, total required buffer
in this scheme is less than half of it in the network without reg-
ulator. Also, Fig. 14 shows that regulated flows can experience
longer or shorter delays than other schemes which depends
on their requested QoS and also the buffer distribution in the
whole network. However, from Table IV, we can see that the
total network and average worst-case delay are decreased in
the with regulation scheme because of buffer-aware allocation
in the network and contention reduction for shared resources.
We have about 84.3% reduction in total worst-case delay when
compared with the without regulation scheme.
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To better understand the effects of the regulator, maximum
required buffers for ejection, southern, northern, eastern, and
western channels are revealed in Figs. 15–19, respectively.
It is obvious that when regulators control traffic parameters
of flows based on the proposed multiobjective problem, the
total number of required buffers and their variances are de-
creased. The with regulation scheme leads to about 62.8%
reduction in total required buffer and 94.4% reduction on the
sum of variances of buffers in comparison to the without
regulation scheme. So, we have smaller, more similar and
more efficient switches. Furthermore, there is desirable QoS in
communications through defined constraints in the mentioned
multiobjective problem.

C. Synthetic Traffic Patterns

In the case of synthetic traffic patterns, we experimented
with hotspot and bit-complement traffic, which represent two
extremes of traffic distribution, i.e., unbalanced and balanced
workloads.

1) Hotspot: in our case, we set a corner node of the 4×4
mesh, node 1, as the hotspot node, and all other nodes
send packets to this node.

2) Bit-complement: in bit-complement traffic, a node with
binary coordinates bn−1bn−2…b1b0 sends packets only
to a node with binary coordinates b̄n−1b̄n−2…b̄1b̄0. With
this workload, all packets must cross the horizontal and
vertical network bisections, and the traffic is evenly
distributed in the 4×4 network.

For all traffic flows, we set the same values for their
maximum packet length Lj and peak rate pj , which are equal
to 1 flit and 1 flit/cycle, respectively. For different flows,
rate ρj varies between 0.008 and 1 flits/cycle, and burstiness
σj between 2 and 32 flits. We apply the multiobjective
optimization here, which is referred to as with regulation
scheme. Compared with the optimization of single objectives,
it is likely more desirable for designers as it can optimize both
buffer size and variance,

Table V compares total maximum required buffer, variance,
and total maximum delay under the hotspot traffic pattern.
This table reveals that by using optimized regulators, the total
maximum required buffer, the variance, and the total maximum
delay are reduced by 45.4%, 84.3%, and 58.4%, respectively,
in comparison with the without regulation scheme.

We also compare these results under the bit-complement
traffic pattern in Tables VI. As can be seen from this table,
the optimized regulation results in about 49.6% reduction in
the total maximum required buffer, 95.1% reduction in the
variance, and 64.9% reduction in the total maximum delay.

To present more details, we show the maximum required
buffer and delay of each flow under the hotspot traffic in
Figs. 20 and 21, respectively. Also, these results under the
bit-complement are plotted in Figs. 22 and 23.

The run-time of the proposed method in MATLAB is
typically in the order of a few seconds. It is about 2.7 s, 5.76 s,
and 0.22 s for the multiobjective optimization of the realistic,
hotspot, and bit-complement traffic patterns, respectively. An-
other interesting point is that the proposed regulator has no
negative effect on the network throughput and it is the same

TABLE V

Comparison Between Different Scenarios Under Hotspot

Traffic

Network Regulator Total Variance
Buffer Buffer Buffer

Without regulation 361 0 361 830.4023

With regulation 144 53 197 129.7305

Network Regulator Total Average
Worst-Case Worst-Case Worst-Case Worst-Case

Delay Delay Delay Delay

Without regulation 3328 0 3328 89.10

With regulation 789 597 1386 53.68

TABLE VI

Comparison Between Different Scenarios Under

Bit-Complement Traffic

Network Regulator Total Variance
Buffer Buffer Buffer

Without regulation 254 0 254 178.73

With regulation 112 16 128 8.72

Network Regulator Total Average
Worst-Case Worst-Case Worst-Case Worst-Case

Delay Delay Delay Delay

Without regulation 410 0 410 28.10

With regulation 128 16 144 9.23

with and without the regulation schemes. This is because the
flow rates are maintained.

VIII. Scope and assumption

We discuss possible extensions to address the main assump-
tions of our approach. We have made two main assumptions.

1) The network routing is deterministic. As such, the path
of each flow is determined and thus flow contention be-
comes predictable. Therefore we can use and have used
deterministic network calculus to derive deterministic
delay and backlog bounds.
Deterministic routing has advantages in easier analysis,
simplicity, and low implementation overhead. However,
it may lead to inferior performance due to being unable
to adapt workload to the network congestion status.
Due to this limitation, adaptive routing may be favored,
though complicating implementation. Adaptive routing
means that a flow may use multiple possible paths when
delivering packets. For each alternative path, one may
find a probability for its use. In such a case, stochastic
network calculus [24] can be used to calculate delay and
backlog bounds. Still, stochastic network calculus keeps
the same fundamentals as the deterministic network cal-
culus. However, the derived delay and backlog bounds
will accordingly become stochastic.

2) We assume a static set of flows, which are mapped
statically on the network nodes.
The reason to use static flows with static mapping is that
the deterministic analysis relies on known traffic char-
acteristics and known source and destination for each
flow. Flows’ characteristics may be obtained through
traffic profiling. Static mapping can usually facilitate
the search of mapping design space in order to find
an optimal or near-optimal mapping under performance
and energy constraints [10]. As a consequence, the static
flows and mapping allow us to apply static regulations
on the flows.
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Fig. 20. Maximum required buffers for every flow under hotspot traffic.

Fig. 21. Maximum worst-case delay for every flow under hotspot traffic.

Fig. 22. Maximum required buffers for every flow under Bit-complement.

To alleviate this assumption, there are a few possibilities
to enable semi-dynamic and dynamic regulations as we
explained as follows.

1) Semi-dynamic regulation:

a) Dynamically changing traffic specifications for
each input flow. If a flow’s traffic specification
may change, we may prepare a set of variants
for its parameters. Depending on different traffic
specifications, different regulations for the same
flow may apply at run-time.

b) Different use cases and mappings. An application
usually contains multiple use cases [25]. For each
use case, a set of flows with possible mappings
can be pre-compiled. All the use cases must fit
into the maximum buffer sizes. These use cases
can then be invoked and switched at run-time by
reconfiguring the regulators and the network.

Fig. 23. Maximum worst-case delay for every flow under Bit-complement.

Semi-dynamic configurations can be realized by check-
ing user-defined values of a configurable register in the
network interface. Our current regulator implementation
in hardware supports re-configuration of regulation pa-
rameters at run-time [7].

2) Dynamic regulation: we can embed a closed-loop con-
trol mechanism in which the network feedback is used as
an input to help make regulation decisions. For example,
network congestion status could be gathered from the
network and then the regulation parameters are adjusted
accordingly. This mechanism complicates the regulation
mechanisms but has promises in improving performance.
In addition, best effort traffic, i.e., traffic without the
requirement of delay guarantees, can be better accom-
modated by allowing them to use the slack bandwidth.
The closed-loop control mechanism is currently under
our investigation.

IX. Conclusion

IP integration requires the provision of performance guar-
antees for traffic flows and efficient buffer dimensioning tech-
niques. The regulation changes the burstiness and timing of
traffic flows, and thus can be used to control delay and reduce
buffer requirements in the SoC. Since a larger fraction of the
NoC cost is due to the network buffers, minimizing buffer
requirements is an important problem to achieve an efficient
NoC implementation. Also, designing similar switches, as
far as possible, facilitates the design process of NoC-based
systems. In this paper, based on the concepts of formal
regulation, we have presented three relevant optimization
problems for weighted round robin arbitration, first one for
minimizing total required buffers, second one for minimizing
the variance of buffers, and last one which is a multiobjective
optimization problem for minimizing both of them under QoS
requirements. The regulation analysis is performed for best-
effort packet switching networks. We have also demonstrated
that the proposed model exerts significant impact on commu-
nication performance and buffer requirements. The algorithm
for solving the proposed minimization problems runs very fast.
For the case studies, the optimized solution is found within
seconds. Although in this paper we have focused on the output
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buffers of switches, our method can be easily adapted to input
buffers, too.
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