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ABSTRACT 

The last two decades have witnessed the birth of revolutionary technologies in data communications 

including wireless technologies, System on Chip (SoC), Multi Processor SoC (MPSoC), Network on Chip 

(NoC), and more. At the same time we have witnessed that performance does not always keep pace with 

expectations in many services like multimedia services and biomedical applications. Moreover, the IT 

market has suffered from some crashes. Hence, this triggered us to think of making use of available 

technologies and developing new ones so that the performance level is suitable for given applications and 

services. In the medical field, from a statistical viewpoint, the biggest diseases in number of deaths are 

heart diseases, namely Cardiovascular Disease (CVD) and Stroke. The application with the largest market 

for CVD is the electrocardiogram (ECG/EKG) analysis. According to the World Health Organization 

(WHO) report in 2003, 29.2% of global deaths are due to CVD and Stroke, half of which could be 

prevented if there was proper monitoring. We found in the new advance in microelectronics, NoC, SoC, 

and MPSoC, a chance of a solution for such a big problem. We look at the communication technologies, 

wireless networks, and MPSoC and realize that many projects can be founded, and they may affect 

people's lives positively, as for example, curing people more rapidly, as well as homecare of such large 

scale diseases. These projects have a medical impact as well as economic and social impacts. The intention 

is to use performance analysis of interconnected microelectronic systems and combine it with MPSoC and 

NoC technologies in order to evolve to new systems on chip that may make a difference. Technically, we 

aim at rendering more computations in less time, on a chip with smaller volume, and with less expense. 

The performance demand and the vision of having a market success, i.e. contributing to lower healthcare 

costs, pose many challenges on the hardware/software co-design to meet these goals. This calls upon the 

development of new integrated circuits featuring increased energy efficiency while providing higher 

computation capabilities, i.e. better performance. The biomedical application of ECG analysis is an ideal 

target for an application-specific SoC implementation. However, new 12-lead ECG analyses algorithms 

are needed to meet the aforementioned goals. In this thesis, we present two novel algorithms for ECG 

analysis, namely the Autocorrelation-Function (ACF) based algorithm and the Fast Fourier Transform 

(FFT) based algorithm. In this respect, we explore the design space by analyzing different hardware and 

software architectures. As a result, we realize a design with twelve processors that can compute 3.5 million 

arithmetic computations and respect the real time hard deadline for our biomedical application (3.5-4 

seconds), and that can deploy the ACF-based and FFT-based algorithms. Then, we investigate the 

configuration space looking for the most effective solution, performance and energy-wise. Consequently, 

we present three interconnect architectures (Single Bus, Full Crossbar, and Partial Crossbar) and compare 

them with existing solutions. The sampling frequencies of 2.2 KHz and 4 KHz, with 12 DSPs, are found to 

be the critical points for our Shared-Bus design and Crossbar architecture, respectively. We also show how 

our performance analysis methods can be applied to such a field of SoC design and with a specific purpose 

application in order to converge to a solution that is acceptable from a performance viewpoint, meets the 

real-time demands, and can be implemented with the present technologies while at the same time paving 

the way for easier and faster development. In order to connect our MPSoC solution to communication 

networks to transmit the medical results to a healthcare center, we come up with new protocols that will 

allow the integration of multiple networks on chips in a communication network. Finally, we present a 

methodology for HW/SW Codesign for application-specific systems (with focus on biomedical 

applications) that require a large number of computations since this will foster the convergence to solutions 

that are acceptable from a performance point of view. 
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Chapter 1  

Introduction 

"There is nothing more difficult to take in hand, more perilous to conduct, or more 

uncertain in its success, than to take the lead in the introduction of a new order of things." 

Niccolo Machiavelli (1469-1527 A.D.)  

 

 

This chapter briefly introduces the problem we aim at solving and the 

motivation behind our goals. The main problem lies in analyzing one of the 

human heart signal-sets via the use of modern multicore technology instead of 

the nowadays used techniques that suffer from lack of accuracy and hinder the 

progress in heart diseases analyses. We also aim at founding a methodology 

that will foster and structure multicore HW/SW Codesign for Biomedical 

applications. The technology we adopt for the solution is the multiprocessor 

system-on-chip (MPSoC). MPSoC may also open new horizons to solving many 

problems (not only heart problems) that have been waiting for new technologies 

to evolve with new added values like quicker and finer analysis, parallelization, 

lower cost, flexibility, mobility, and lower power budgets. This chapter falls in 

three sections: section 1.1 describes my motivation that has been supported by 

my advisors, section 1.2 presents my contributions clearly, and section 1.3 

introduces the organization of the remainder of this thesis.  

 

1.1. Motivation 

Concerned about the changes occurring in the beginning of the 21st century and their 

effects on human life, I looked at some statistics from the World Health Organization 

(WHO) and studies made by many healthcare centers [188], and I was appalled by some 

figures and threats presented. More precisely, I choose a statement by Anthony Rodgers 

[189], from the Clinical Trials Research Unit at the University of Auckland in New 
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Zealand, to describe the main drive behind my motivation since his statement clearly 

describes the problem and the possibility to find preventable solutions as follows: 

 

“Unless current trends are halted or reversed, over a billion people will die from 

cardiovascular disease in the first half of the 21st century. The large majority will be in 

developing countries and much of the life years will be lost in middle age. This would be 

an enormous tragedy, given that research in the last half of the 20th century showed 

that cardiovascular disease was largely preventable [189]. ” 

Anthony Rodgers, 2004  

 

Reading that the problem may be preventable, I was challenged to start searching for how I 

can use modern technology to aid in solving the problem. In this respect, we notice that the 

last decade has witnessed the birth of many electronic technologies including new wireless 

technologies, multicore systems, System on Chip (SoC), Network on Chip (NoC), and 

more. We observe a large scale success in Information and Communication Technologies 

(ICT) and services, however, at the same time we witness some performance problems in 

many services like real-time processing of multimedia services on embedded mobile 

systems and wireless networks [40]. In addition, in late 2000 the Information Technology 

(IT) market was staunchly affected by the falling down of the global market, which 

reached a level comparable to the 1940 crash and the nadir point in 1932 [140]. The 

market has not totally recovered from this crash since late 2000, and the ICT industry has 

suffered from a lack of investment and thus unsatisfactory performance or Quality of 

Service (QoS) in many related technologies and solutions. For instance, many companies 

had promised to deliver multimedia services over mobile networks, but they couldn't keep 

up with the time plans since many performance problems had faced such networks without 

any investment force to drive the development of solutions for these very problems. The 

lack of a satisfactory level of performance made many of these technologies not suitable 

for life critical services like biomedical applications. Hence, this also affects the advance 

in other fields (like biomedical engineering), which depend on the development of 

solutions in electronics and ICT in general. Consequently, this reality triggers me to think 

of attracting more investment by making use of available technologies and developing new 

ones so that the performance level becomes suitable for useful applications and services 

that have an impact on solving- at least- one of nowadays problems related to human life. 
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Some of these applications are in the medical field [72][73][74][75][79][82][83]. Hence, I 

choose the largest diseases from a statistical point of view: heart diseases, namely Cardio-

Vascular Disease (CVD) and Stroke. According to the United Nations (UN) World Health 

Organization (WHO) report in 2005, cardiovascular disease is the number one cause of 

global deaths, and it is projected to remain the leading cause of death. The report estimates 

17.5 million people that have died from CVD in 2005.  
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Figure 1. Number of deaths for the four largest causes of deaths: Heart diseases (CVD and Stroke), Cancer, 

Chronic Lower Respiratory Disease (CLRD), and Alzheimer; from the Heart Disease and stroke Statistics-2008 

Update [69]. The numbers on top are in years of age: The first part on the left side includes patients from all ages. 

The middle part contains the statistics for patients under 85 years old. The part on the right includes the statistics 

for the patients above 85 years old. 

 

Hence 30 % of all global deaths are due to CVD. The WHO 2005 report on CVD reads 

that “If appropriate action is not taken, by 2015, an estimated 20 million people will die 

from cardiovascular disease every year, mainly from heart attacks and strokes [187].” 

Moreover, this percentage of deaths is increasing every year [189]. Figure 1 shows the 

statistics in the USA alone for the major causes of deaths for different ages, for all ethnic 

groups, and for both women and men. The death statistics clearly show that Heart diseases 

exceed those for cancer, Chronic Lower Respiratory Disease (CLRD) like Asthmas, and 

Alzheimer. These statistics explain the high costs spent on heart diseases. Figure 2 shows 

some statistics from the American Heart Association, where billions of dollars are spent 
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yearly on heart diseases (total of USD 326.1 billion for 2008) [69]. Hence, it would be of 

interest to find a solution that can help also in reducing these costs. 

In this respect, I found in some new technologies like multicore SoC and NoC an 

opportunity to build solutions for such serious problems especially that multicore 

technologies are characterized by small sizes, high computation speeds (due to parallel 

processing), and lower power budgets [128]. On the other hand, wireless communication 

technologies and high speed networking have become essential in Telemedicine links 

[70][72][74][79]. This added to my inspiration to design and develop solutions, which may 

affect people's lives positively, e.g. curing people more rapidly [83]. Such solutions, if 

realized, may have medical, economic, social, and technical impacts. Moreover, many 

electronic chip-technologies are being used biomedical solutions [81]. Some companies 

and research organizations are also moving rapidly towards developing health-related 

projects [60]. Therefore, producing a commercial solution using MPSoC for medical 

purposes is not far from the electronic companies’ abilities [81]. This reality has attracted 

my attention to use my knowledge in performance analysis of interconnected 

systems/microelectronics and combine it with the multicore/MPSoC technologies in order 

to try to work on a new system on chip that may make a difference [70]. 
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Figure 2. Estimated direct and indirect costs (total of USD 326.1 billion) of major CVD diseases and stroke in the 

USA in 2008; from the Heart Disease and Stroke Statistics-2008 Update [69]. 
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Inspired by many talks with my advisor, Professor Axel Jantsch, and by many readings, I 

also found out that to be able to improve the MPSoC and NoC technologies, some 

interesting applications need to be implemented for this micro-networking technology in 

order that this field garners more attention and investment. This stems from my belief that 

in order for such solutions to be realized, then it is our responsibility as a scientific 

community to attract investment to such fields that have the potential to aid health related 

solutions. To accomplish this goal, we need to develop applications on SoC and MPSoC 

that reveal the real value and potential of such microelectronic technologies. Then I 

thought of SoC, MPSoC, and NoC as having one common denominator, which is being an 

‘on-chip network’ [75][79][82], and many such on-chip networks may be part of larger 

networks [72][73][74][79][82]. In other words, networking is combining and connecting 

components to form a connected-system, whether on one chip, on one local area, or over a 

wide area. Therefore, I was motivated to render my research on an application that makes 

use of an ‘on-chip network’, i.e. making use of the small volume, low weight, 

multiprocessing computational capabilities, and lower power consumption. With this 

understanding, I believe that the best way to contribute to the progress in the field of 

MPSoC (which according to my belief includes NoC and SoC as subsets) is to utilize it in 

a new design for a special purpose that attracts attention (and investment), i.e. to be 

application-specific at least as a start. 

The SoC applications I choose are medical applications, because of the need for a new 

technology to carry the complex analysis needed in medical applications. Many medical 

applications have remained without significant progress due to the lack of aiding 

technologies. For instance, in emergency situations like the use of ambulances (ground and 

plane ambulances), the physical size, power-consumption, and computational speeds of the 

computing device are crucial for success [73][79]. SoC could define a standard for many 

solutions in this respect. In addition, bio-informatics can gain some thrust when using 

MPSoC by being able to render more computations in less time, less volume, and less cost 

[77][80]. 

Another motivation for delivering services and applications for medicine and biomedical 

engineering is to have a good level of performance of biomedical devices, because these 

fields are very sensitive to errors. Biomedical, bio-informatics and space health 

applications (e.g., astronaut’s health monitoring [74]) should be produced with a pedantic 
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study on quality. To do so we need to analyze their performance during and after the 

design process, and we need to choose whether cycle or signal accuracy is needed for the 

performance analysis [80]. 

This thesis focuses, from an application point of view, on heart diseases since despite the 

ongoing advances in heart treatment, in many countries, the various forms of 

cardiovascular disease (CVD) and stroke remain by far the primary cause of death for 

both, men and women, regardless of ethnic backgrounds [188]. Many of these deaths are 

preventable by action on the major primary risk factors and with proper monitoring 

[78][80]. It is estimated that by 2010, CVD will be the leading cause of death not only in 

developed countries, but also in developing countries [188][189]. This causes a huge 

problem by year 2010, because developed countries do have- at least- some minimal 

standard for healthcare and emergency aid, but most developing countries do not have 

such a fast and efficient healthcare system, i.e. many CVD and Stroke cases that can be 

cured would not have the chance to reach the specialists/doctors. When the CVD problem 

reaches a critical point in developing countries (estimated to be 2010), there will be little 

time to act, and that motivated me more to try to work now to contribute to the solution 

and develop a cost-effective method that both developed and developing countries may use 

equally. Furthermore, since the rate of hospitalization increases with age for all cardiac 

diseases, a periodic cardiac examination is recommended [77]. Consequently, this fact 

increases the cost of hospitalization and health examinations in many developed countries, 

where the majority of the residents are elderly people. 

Therefore, more efficient methods of cardiac diagnosis are desired to meet the great 

demand on heart examinations. However, state-of-the-art biomedical equipment for 

heartbeat sensing and monitoring lack the ability of providing large-scale analysis and 

remote, real-time computation at the patient’s location (point of need) [77]. The intention 

of this work is to use MPSoC microelectronic technology to meet the growing demand for 

telemedicine services, especially in the mobile environment. The work attempts to address 

the existing problem of reducing the costs for hospitals/medical-centers through using 

MPSoC-based designs that may replace traditional biomedical machines and have higher 

quality, reduce the nurse’s and doctor’s work-load, and improve the quality of healthcare 

for patients suffering from heart diseases by exploring one potential solution. We also aim 

at founding a methodology for HW/SW Codesign for MPSoCs for biomedical 
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applications. From the hospital side, deploying this solution will further reduce the costs 

of rehabilitating and following up on patients “primary care” since it allows better home-

care [74]. Home-care ensures continuity of care, reduces hospitalization costs, and enables 

patients to have a quicker return to their normal life styles [77]. 

To analyze the heart, we specifically choose the Electrocardiogram (ECG/EKG), which is 

a set of electrical signals gathered from sensors connected to the patient’s body to monitor 

the heart’s activity [181]. In particular, we focus on the ‘12 Lead ECG’, which makes use 

of twelve signals gathered in parallel from the human body [22]. This ECG technique 

nowadays gives the best image of the heart but of course on the expense of having to deal 

with much more data in parallel. From a technical viewpoint, real-time processing of ECG 

data would allow a finer-granularity analysis with respect to the traditional eyeball 

monitoring of the paper ECG readout [77][78]. Eventually, warning or alarm signals could 

be generated by the monitoring device and transmitted to the healthcare center via 

telemedicine links, thus allowing for a prompter reaction of the medical staff [73][74][79]. 

In contrast, heartbeat monitoring and data processing are traditionally performed at the 

hospital, and for long monitoring periods a huge amount of collected data must be 

processed offline by networks of parallel computers [77][78]. New models of healthcare 

delivery are therefore required, improving productivity and access to care, controlling 

costs, and improving clinical outcomes. This poses new technical challenges to the design 

of biomedical ECG equipment, calling for the development of new integrated circuits 

featuring increased energy efficiency while providing higher computation capabilities. In 

addition, looking into these challenges in the application, the available technology of 

MPSoC, and the proposed solution, we find ourselves facing a multidisciplinary problem 

with different layers (medical, SW, HW, and design space exploration). Therefore, we also 

find a need to pursue some methodology that minimizes the time for reaching the desired 

solution and that can help in running many iterations of testing and HW/SW Codesign in a 

structured manner, where previous knowledge (success and mistakes) is saved and used. 

Thus, the evolution of the solution is done within the time limits of design and allows for 

easier implementation guaranteeing acceptable performance. 

The fast evolution of biomedical sensors and the trend in embedded computing are 

progressively making this new scenario technically feasible. Sensors today exhibit smaller 

size, increased energy efficiency and therefore prolonged lifetimes (up to 24 hours), higher 
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sampling frequencies (up to 10 kHz for ECG), and often provide for wireless connectivity 

[15]. Unfortunately, a mismatch exists between advances in sensor technology and the 

capabilities of state-of-the-art heart analyzers [24][25][93]. They cannot usually keep up 

with the data acquisition rate, and are usually wall-plugged, thus preventing for mobile 

monitoring. On the contrary, the deployment of wearable devices such as SoC devices has 

to cope with the tight power budgets of such devices, potentially cutting down on the 

maximum achievable monitoring period. In this thesis, we propose a wearable multi-

processor biomedical-chip for electrocardiogram (MPSoC ECG biochip) paving the way 

for portable real-time electrocardiography applications targeting heart malfunctions. The 

biochip leverages the computation horsepower provided by many (up to twelve) 

concurrent DSPs and is able to operate in real-time while performing the finest granularity 

analysis as specified by the ECG application. In addition, in case of heart failure 

emergency aid should arrive in a period of few minutes from the time when the heart 

failed, otherwise brain damage may occur. Hence, real time analysis must be done in few 

seconds to allow the alarm signal to reach the emergency aid team, which should act 

immediately. The biochip system builds upon some of the most advanced industrial 

components for MPSoC design (multi-issue VLIW DSPs, high-throughput system 

interconnect and commercial off-the-shelf biomedical sensors), which have been 

composed in a scalable and flexible platform. Therefore, we have ensured its reusability 

for future generations of ECG analysis algorithms and its suitability for porting of other 

biomedical applications, in particular those collecting input data from wired/wireless 

sensor networks [71][83][134].  

In addition, in order to fit this solution within the big picture for rescue at the point of 

need, we try to look at the general scenarios, where our biochip may fit. Hence, we look at 

the cases when more than one of the biochips is needed to be networked on a larger scale 

network in order to run applications in parallel. Therefore, there was a need to look not 

only at the performance and protocols of communications on the chip but also to look at 

inter-chip communication. We discuss this point further in the chapters that follow; 

however, we give a brief overview about a general picture of a scenario, where the biochip 

may be used for patient monitoring at the point of need, in Figure 3. 

In the following chapters, we discuss our investigation that goes through all the steps of 

background knowledge, application design and implementation, design process from 
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application functional specification to hardware modeling and optimization, and finally 

the induced methodology. System performance has been validated through functional, 

timing accurate simulation on a virtual platform. We point out the need for simulation 

abstractions matching the application domain. A 0.13µm technology-homogeneous power 

estimation framework leveraging industrial power models is used for power management 

considerations [3][123].  

 

       Satcom 

                                                     

                                                           Ambulance plane 

 
 

                                                                                                          
                           Medical Center                                                  Disaster Site Location   

 

Figure 3. Healthcare solution scenario for aid at the disaster point (point of need). A scenario where the small 
size, small weight, and high computational ability of MPSoC provide a potential for applicable SW solutions for 
healthcare implemented on an MPSoC, e.g. heart analysis at the disaster site using MPSoCs that are connected 

via a communication link to a healthcare center. The connection can be via a satellite network or other 
communications network. Satellite aid remains intact and covers large areas when ground disasters occur. 

 

The thesis, thus, presents the process of: (i) application understanding, (ii) implementation 

of the application with software functional specification, (iii) optimization and 

parallelization, and (iv) hardware design space exploration results. This leads to the final 

performance and energy-optimized solution. Last but not least, we come up with a general 

 Network 
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abstraction from the specific experiences we gathered over the design and testing 

processes [76]. This general case can serve as a methodology to follow for a faster 

hardware/software (HW/SW) Codesign for specific-purpose high-computational 

biomedical applications. 

 

1.2. Contribution 

The main contributions in this thesis stem from my interest in finding practical solutions 

for some problems that can be supported by the use of ICT solutions. We also developed 

some algorithms and performance analysis approaches (presented in Chapters 3, 4 and 5). 

A major achievement that leads all the contributions is that I searched for fitting an 

application on MPSoC, where MPSoC can be a grand aid and where the application has 

the possibility to make an impact. I can clearly state that the choice of the 12 lead ECG 

medical application and the use of MPSoC and NoC for such an application was my first 

idea to start the rest of the work. Moreover, throughout the course of work, I have 

managed the work of all the groups (internationally and locally) that were involved, and I 

have coordinated the work between the multidisciplinary groups. I made all efforts needed 

to get all groups in contact and update all on what was new, although some groups have 

been at far distances. Hence, coordinating the investigation in an international dimension 

and the persistence to solve many concurrent problems was part of the work I did. During 

the investigation, I was always discussing my new ideas and results with my advisor, who 

was judging the ideas, telling me on which ones to focus, and also giving me advice about 

where to look for more information. Moreover, I have always been contributing ideas to 

make the design flexible to be built from the start in a manner that suits future needs and 

can survive in a scalable manner, hence ensuring its reusability for the coming generations 

of MPSoC algorithms and other biomedical applications.  Some of those ideas are 

published in DATE’06 [71][75][83][134].  

In this thesis there are three major scientific/technical contributions, which are:  

(1) The design and implementation of a new algorithms and techniques to analyze 

ECG signals in real time using state of the art multiprocessor SoC design, and 

also the transmission of the results of these signals within a larger 
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communications network and converge to a solution within the allowed time 

span. This first contribution is discussed in detail in Chapter 3 and Chapter 4 of 

this thesis, and it is published in detail in the ACM SIGMICRO Computing 

Frontiers Conference 2006 (CF’06) [78], which was selected as one of four 

CF’06 Best papers to go to the Lecture Notes on Computer Science (LNCS) 

Transactions on HiPEAC [77]. Part of the ideas about a global solution and how 

to technically fit the MPSoC and NoC solutions for ECG analysis in a global 

network as well as performance analysis are also published at the IEEE 

INFOCOM 2005 [74], the IEEE INFOCOM 2006 [73][82], DATE’06 Workshop 

[75], IEEE MWSCAS’05 [70], the REAL Wireless Sensor Networks Conference 

[72], and the European Space Agency (ESA) Satlabs DVB-RCS Symposium 2005 

[79]. Moreover, in order to fit the solution in some wireless networks, we needed 

some performance analysis for these networks, and that work was mainly done by 

M. Saleh from the KTH team, and my contribution was in helping him (as a 

second author) in performance analysis algorithms in [130][131]. In the 

aforementioned publications, the algorithms are created by me, and the choice to 

use NoC and MPSoC was mine, and accordingly I contacted multidisciplinary 

groups; The Lebanese group from the American University of Beirut (AUB) [78], 

helped me in implementing and coding the algorithm on PCs and fitting it to 

MPSoC. The simulation for NoC was programmed by me. The Bologna team and 

I worked thoroughly together on the design and testing of the MPSoC 

architectures as well as the design space exploration. There were some changes 

always needed to be made in software (SW) or hardware (HW) to fit the HW/SW 

Codesign to reach the best performance, and in this, when HW changes needed to 

be made, discussions were between me and the Bologna group, whose aid and 

support was very valuable. Moreover, the Bologna group supplied and supported 

us with the design and test emulators, where we tried the experiments and 

analyzed the results. When a change in SW was needed to be made in order to fit 

the HW/SW Codesign in some iteration, the decision and implementation was 

basically taken and done by me, and the Lebanese AUB team helped often in the 

implementation. The Karolinska team (biomedical team) helped us with the 

analysis of the biomedical layer results and providing me with some medical data 

and information, which I had to understand and analyze, and then I had to carry 
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the results of the medical analysis to the other groups in a simplified manner. The 

CRPSM Space Research Center group from the Space Center in Italy provided 

me with information about specific interests and needs in performance and 

requirements for the biochip for astronauts’ health requirements. Moreover, in the 

IEEE INFOCOM publications[73][74][82], DATE’06 Workshop publication 

[75], IEEE MWSCAS [70], ands ESA Satlabs Symposium’05 [79], another 

contribution is the design and performance analysis of the protocols/algorithms 

for the NoC autonomous system in order to be able to use multiple MPSoCs or 

NoCs in the same global solution. 

 

(2) The development of a HW/SW Codesign platform for specific performance 

requirements that suits high computational applications on MPSoC; i.e. a 

contribution in the Design Space Exploration for a Specific-Purpose 

Multiprocessor System on Chip, which respects real-time performance 

requirements for biomedical applications. This platform, which includes the 

design of a suitable multi-processor architecture and the performance evaluation, 

is described and investigated in Chapter 5 of this thesis, and its contributions are 

published in DAC’06 [81], where the work was nominated for the DAC’06 Best 

paper Award as paper 9.1 (http://web.imit.kth.se/~ikhatib/phd/publications/dac06-best-paper-

candidate-page.jpg), and also accepted at the ACM Transaction on Design 

Automation of Electronic Systems 2008 (ACM TODAES’08) [80]. In the 

aforementioned publications, the algorithm was designed by me, and the 

Lebanese team helped implementing it on the emulation platform, which was 

supplied by the Bologna group. The Bologna group and I made the HW/SW 

Codesign, testing and analysis. Decisions in HW were made by the Bologna 

group and me. Decisions in SW, were mostly made by me, after discussions. I 

served in this as a link between SW, HW, and biomedical (Karolinska) teams, 

where I was the only team member that could understand and link all information 

and transmit it in between all group members. The same linking between the 

teams from a HW/SW and global network fitting Codesign In the INFOCOM 

publications[73][74][82], DATE’06 Workshop publications [75], IEEE 

MWSCAS [70], ands ESA Satlabs Symposium’05 [79], my contribution is the 



Introduction  

 

13 

algorithm and the implementation of the algorithm, while the CRPSM group 

from the Space Research Center in Italy, provided information about space HW 

performance and requirements for the biochip. The Karolinska group provided 

some disease information and performance analysis for the biomedical 

applications. In the performance analysis part, I contributed in the patents 

[84][85], which I discuss the possibility to use them in the future in order to 

ensure better performance for on-chip networks and design the on-chip network 

in less time while knowing an exact quality metric for the on-chip network (these 

patents are briefly mentioned in the future work section). More precisely, the 

patents may be used in order to test the performance of each component/core on 

the chip before connecting all the cores on the chip, and then one can estimate the 

performance of the on-chip multicore interconnection before implementing the 

real chip. This would minimize costs and estimate the overall performance before 

spending time and money on the real chip. In addition, I am the first author on all 

papers for this contribution, i.e. I also did the coordination of the group work and 

writing. 

 

(3) A Methodology for HW/SW Codesign for application-specific multicore system-

on-chip. This methodology is discussed in Chapter 6, and it was published in the 

CODES-ISSS 2007 [76]. In this work, the methodology is my immediate 

contribution. The Bologna group, has supplied the platform for simulation and we 

together made the MPSoC design and experiments for the results in the CODES-

ISSS publication [76]. In addition, I am the first author on all papers for this 

contribution, i.e. I also did the coordination of the group work and writing. 

 

In addition, in all the aforementioned publications in the contribution section 

[70][71][72][73][74][75][76][77][78][79][80][81][82][83] and the two patents [84][85], 

except in the two publications referred to as [130] and [131], I am the first author, where I 

was managing and coordinating the work of all groups, besides the technical and scientific 

contributions described above. 
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1.3. Organization of the Thesis 

The rest of the thesis is organized as follows:  Chapter 2 reviews the background 

knowledge of related fields and research, Chapter 3 presents the algorithms that we 

created for ECG analysis, Chapter 4 presents the inter-multicore-chip communications 

within a larger network in order to fit the multicore chip in a general solution and also look 

into the scenario when more than one bio-multicore-chip is needed for the overall solution, 

Chapter 5 discusses the HW/SW Codesign platform and the performance analysis results, 

Chapter 6 explains the methodology that we induced from the analysis, and Chapter 7 

concludes the thesis. Last but not least, Chapter 7 examines open issues, presents ongoing 

research, discusses already available work that may be used in the future, and lists ideas 

that are already for future work.  

This thesis is a volume discussing research in a multidisciplinary environment (biomedical 

discipline, networking and on-chip multiprocessor networks, software discipline, and 

hardware discipline). Hence, I try to be as direct to the point and as concise as possible in 

order to be able to link the different disciplines for all readers (that may be specialists in 

one or more disciplines) in a way that is easy for the reader to grasp the ideas and most 

motivating to continue reading.  

References are listed alphabetically and numbered accordingly using Arabic Numerals. 

Within the thesis text, numbers between parentheses correspond to equations. 
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Chapter 2  

Background 

“The knowledge of anything, since all things have causes, is not acquired or complete 

unless it is known by its causes.” 

Ibin Sina- also known as “Avicenna” (973-1037A.D.) 

 

 This chapter reviews the necessary knowledge for the chapters that follow and 

presents the causes of the problem we focus on solving; namely, human-heart 

electrocardiogram real-time analysis. Hence, this chapter presents the different 

subjects that form the background of this multidisciplinary work. Section 2.1 

deliberates the medical and biomedical background of the electrocardiogram 

set of signals, which we use later (in Chapter 3) in order to design our 

algorithms and application. In Section 2.2 we present previous work by 

addressing two points in two subsections: (i) subsection 2.2.1 elaborates on the 

previously designed algorithms/software, and (ii) subsection 2.2.2 investigates 

the related hardware systems in the literature. Section 2.3 presents the need and 

positive effects of pre-filtering of sensor-recorded data before the analysis stage 

(the analysis stage is discussed in Chapter 3). In section 2.4, SoC, MPSoC, and 

NoC architectures are briefly introduced. Section 2.5 introduces some state of 

the art work on methodologies. 

 

2.1. Biomedical Application Background 

In order to fulfill our goal of monitoring and analyzing the human heart activity in real 

time, we find ourselves turning towards a huge set of random signals and large amount of 

information to comprehend before any decision on further steps is taken. To contribute to 

the solution, we have to look at the causes of the problem, i.e. we need background 

knowledge about the signals that are used nowadays to monitor the heart. In this respect, 
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we briefly introduce the electrocardiogram (ECG) signal, which is an electrical recording 

of the heart activity that is used as a diagnosis tool by physicians and doctors since the last 

century to check the status of the heart [20]. For the purpose of designing an algorithm and 

code (SW), we have to differentiate between two biomedical signals: sensor signal and 

lead signal. Sensors on the body send electrical signals, and then every group of these 

sensor-signals are combined together to form what we call a lead-signal [22]. Basically, a 

lead is the voltage difference between two points on the human body [77]. In this respect, 

what we refer to in this thesis as an ECG signal is nothing but the signal that comes from a 

connection referred to- in the biomedical field- as a “lead” (i.e. a group of sensor-recorded 

signals). The ECG-lead signal is a voltage signal in mV [22], and it is of direct interest to 

our work. We can think of each lead like an electric camera that can take a view of the 

heart from a certain angle, hence, the more the cameras the better we view the heart shape 

and activity in its three dimensional space. Therefore, the more the leads the larger the 

information set (ECG data set) that we can get for the heart activity. 

2.1.1. The Twelve Lead ECG 

One of the latest techniques deployed for monitoring heart activity is the 12-lead ECG, 

which makes use of data coming from twelve ECG leads. This method relies on only nine 

sensors placed on the patient’s body [78]. Figure 4 shows the nine sensors as: (i) three 

points on the limbs labeled as RA, LA, LL, and (ii) six points on the chest labeled as V1, 

V2, V3, V4, V5, and V6. From these nine sensors we get 12 lead signals [78]. The leads 

are divided into three groups: bipolar limb leads, chest leads, and augmented leads. The 

limb leads use the three main sensors (Figure 4) that are distributed together with a ground 

point as follows:  

• RA: one sensor placed on the right arm; 

• LA: a second sensor placed on the left arm; 

• LL: a third sensor placed on the left leg; 

and 

• G: Ground on the right leg (RL) is connected by only a wire to be used as 

ground for the interconnected sensors. 
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As discussed earlier, physicians do not use sensor data directly, but rather use lead data. 

Hence, interconnecting  RA, LA, and LL as known in Figure 4 gives the three leads (Lead 

I,  Lead II, and Lead III) that are shown in Figure 4 on the red dotted lines and inscribed in 

a circle.  

By using the three limb leads, physicians can use a method known as the 3-lead ECG, 

which suffers from the lack of information about some parts of the heart but is useful for 

some emergency cases to have quick analysis [77]. In this respect, medical doctors require 

more information and thus more ECG leads. Although we can get more interconnected 

leads from these three sensors (the augmented leads aVR, aVL, and aVF as shown in 

Fig.1), but these are not enough to give a view of most heart activity. Hence, six more 

sensors (V1-V6) are added on the chest (Figure 4). The corresponding chest lead voltages 

from V1 to V6 are measured with respect to Ground (G) on the right leg (RL). 

In other words, using nine sensors and interconnecting them for the 12-lead ECG gives 

twelve signals known in biomedical terms as: Lead I, Lead II, Lead  III, aVR, aVL, aVF, 

V1, V2, V3, V4, V5, and V6 (Figure 4).  

The 12-lead ECG produces huge amounts of data especially when used for a long number 

of hours. Physicians use the 12-lead ECG method, because it allows them to view the heart 

in its three dimensional form; thus, enabling detection of many abnormalities that may not 

be apparent in the 3-lead technique. Figure 5 shows an explanatory example of a typical 

ECG signal. The most important points on the ECG signal are the peaks: P, Q, R, S, T, and 

U. Each peak is related to a heart action that is of importance to the medical analysis. 

Figure 6 shows real recorded signals from 12-leads, which are printed on the usual pink 

eyeballing paper. This printout is the classical medical technique used for looking at ECG 

signals, and it is still used in hospitals and healthcare centers.  

However, the eyeballing paper printout makes the check of the different heart peaks and 

rhythms difficult and inaccurate due to its dependence on the physician’s eyes (see Figure 

6 and Figure 7). On the other hand, when using digital recording (that allows digital 

filtering), we can determine the peaks more accurately [80]. Consequently, we can use 

digital computing to process the sensed data. 
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Figure 4. Interconnections of the 12-lead ECG technique; RA, LA, LL, & RL (G) are the right arm, left arm, left 

leg, and right leg  sensors. RL is grounded (G). The augmented leads are aVR, aVF, and aVL. The chest leads are 

V1, V2, V3, V4, V5, and V6. 

 

 

 

Figure 5. A typical ECG Signal; Lead I for a normal heart.         
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Figure 6. Complete paper readout of the 12-lead ECG, which is not accurate to see peaks nor easy to read for long 
recordings. 

 

 

Figure 7. Zoom in Lead I from the paper printout of the 12-lead ECG signals of Figure 6. This zooming shows 
how reading the signal is dependent on the physician’s eyes, hence makes analysis more difficult. 

 

From a medical diagnosis viewpoint, there are normal medical ranges for the inter-peak 

time intervals, and every combination of different inter-peak intervals proves a type of 

heart illness or malfunction [22]. The most important of the peaks is the R peak, which 

refers to the largest heart blood pump. That is why many investigations and products try to 

detect only the R peak. However, that does not give a view of the whole heart activity. The 

whole heart activity can only be viewed if the whole Lead signal is analyzed with all the 

peaks. 

Many ECG analysis methods use the three peaks Q, R and S, and the corresponding 

intervals between these three peaks. This interval from Q to R to S is known in biomedical 

terms as the QRS complex. Figure 5 shows the QRS complex. Many methods nowadays 

(e.g. in the research [116] and market [60]) use only this complex to analyze heart activity, 
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while our proposed solution (discussed in Chapter 3) looks at all peaks and inter-peak 

intervals. 

2.1.2. Current Steps in ECG Recording and Analysis 

Nowadays, when the patient needs monitoring for a long number of hours, some devices 

like Holter(s) are used for recording while being carried on the patient’s body. The 

recorder is connected to the ECG sensors on the patient body as shown in Figure 8. 

 

 

 

Figure 8. Current methods to record ECG data for long number of hours and then carrying the recorded data to 
the healthcare center for printing and analysis. 

 

We can divide the process of recording and analyzing ECG data into three stages: 

• The first stage is during the time when the recording device is carried on the 

patient’s body for many hours and running continuous recording. 

• The second stage starts when the recording device capacity is full and/or its battery 

is no longer charged, then the recorder is taken by the patient to the hospital or 

healthcare center.  

• The third stage includes connecting the recorder to the computers at the healthcare 

center/hospital, saving the data (which consumes some significant time), looking at 
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the data, choosing parts of the data to analyze, printing chosen data for the 

doctors, and finally analyzing the printed information. 

Such a long process suffers from many delays. In addition, although it records the heart 

activity for a long period of time (up to 24 hours), if any heart malfunction occurs while 

the patient is wearing the Holter device (ECG recorder), there would be no real-time 

knowledge of such a malfunction at the hospital and a heart attack may occur, for instance. 

Hence, the remote and real-time monitoring through a communication link could constitute 

an interesting but challenging solution. In such a remote real-time solution (e.g. similar to 

the one shown in Figure 3), we can utilize cheaper devices, get information about the heart 

immediately, be proactive, and allow for operating on the patient more quickly. We 

discuss this solution and its requirements and challenges in the chapters that follow. 

2.2. Previous Work 

Since this thesis comprises multidisciplinary work, we survey previous work in these 

disciplines, and we divide the literature review to two parts: in subsection 2.2.1 we present 

previous work on the application layer (ECG analysis, algorithms and SW), and in 

subsection 2.2.2 we present previous work on the HW designs for ECG analysis.  ECG 

monitoring and analysis garner significant attention in the research and in industry. Many 

companies have investigated and developed commercial solutions (e.g. [60]). Therefore, 

we study some of the most used (and applicable solutions), and we present them in what 

follows.  

2.2.1. Software Algorithms 

A relatively large number of algorithms (and corresponding SW implementations) have 

been designed for ECG analysis. We list some of the algorithms that have been well 

recognized and used. We, then, choose the main algorithm used nowadays (namely Pan 

Tompkins) in the ECG market and in medical centers/hospitals in order to compare it with 

our algorithms (in Chapter 3).  Some of the popular ECG algorithms are the following nine 

algorithms: Padova, Nagoya-Fukuda, IBM Medis, HP (Agilent), Glasgow, GE 

(Marquette), Means, Hannover, and Louvaine (Louven) [47][65][91]. The evaluation of 

the nine aforementioned popular ECG algorithms compared to a standardized database of 
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ECG tracings [91] show that the original Louvaine algorithm had the best total accuracy of 

all the algorithms. These algorithms use QRS complex analysis (Figure 5).  

From the viewpoint of our general solution and the big picture of a biochip fitting into a 

larger scale solution like the one shown in Figure 3, we look at some algorithms designed 

for ambulatory patient monitoring. However, these ambulatory algorithms all run the 

analysis on the QRS complex only, i.e. they do not provide for full ECG analysis. In what 

follows we briefly present these algorithms 

2.2.1.1. Algorithms for Ambulatory Patient Monitoring 

The main ambulatory algorithms analyze the QRS complex, and they are: Peak Detector, 

Single-channel QRS detector (SQRS), and the Length-Transform based Single-channel 

QRS detector (WQRS). We briefly present them below: 

• The Peak detector algorithm is applied directly to the ECG data using a 167ms 

window that are divided into three 55.6ms segments. Hence, the maximum 

detectable beat frequency is 360 Beats per Minute (BPM). The algorithm scans 

the whole range searching for the maximum value. The algorithm checks whether 

the maximum value is on the central segment and higher than a certain threshold. 

If so is the case, then the position is marked as a beat, whose amplitude is saved 

as the new threshold. Hence, thresholds are updated.  

• The SQRS algorithm is a Single-channel QRS detector. It is based on length 

transform, and it uses a Finite Impulse Response (FIR) filter as an approximation 

to the slope of an ECG signal [46][185]. Using a variable threshold, it detects and 

identifies QRS complexes from artifacts. The C code was extracted from 

PhysioNet [143] and adapted to handle data streams. If the filtered signal is 

greater than a threshold, the time is saved and the algorithm enters a decision 

phase. Two to four of these detections within 160ms of each other indicate that a 

normal beat was identified. More than 4 detections within 200ms of each other 

indicate an artifact. After a decision has been made, the algorithm is reset. Once 

every 2 seconds, if there is no detection, the threshold is reduced by 1/16th. If 

there are more than 4 detections, the threshold is increased by 1/16th. Every time a 
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normal beat is detected, the threshold is recalculated, asymptotically 

converging to 1/4 of the maximum filter output obtained so far.  

• The WQRS algorithm is a Length-transform based single-channel QRS detector, 

but it is based on Length Transform. It is originally obtained from PhysioNet 

[143]  and adapted to handle data streams. It is based on the Length Transform of 

the ECG [46]. The algorithm output (after running the transformation) is 

compared also to a threshold. Then it is tested for a rising slope of the Length 

Transform. 

The Peak Detector algorithm proves to be the fastest of the aforementioned three algorithm 

[46]. 

2.2.1.2. Pan Tompkins 

The Pan-Tompkins algorithm is a QRS detection algorithm responsible for locating the R-

peaks in the ECG signal and thus calculating the heart period. This algorithm gained 

popularity because it used the three known types of QRS detection: linear digital filtering, 

non-linear transformations, and decision rule algorithms. 

This algorithm uses first an analog filter to band limit the ECG signal at 50Hz. Then, an 

A/D converter is used to sample the signal with a sampling frequency fs=200Hz. After that 

a band-pass filter is used to remove high-frequency noise, P-waves, T-waves, and other 

artifacts; to realize this filter a cascade of a low-pass filter and a high-pass filter with a cut-

off frequency of 15 and 5 Hz respectively is used. The transfer functions of the low pass 

filter and the high pass filter are in (1) and (2), respectively. 
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This is the result of subtracting a first order low pass filter from an all-pass filter. The 

resulting pass-band is a 3dB pass-band from about 5-12 Hz that maximizes the QRS 

energy, whose band is from 5 to 15 Hz. After this stage, we have removed noise, improved 

the SNR and thus lower thresholds can be used to enhance the detection process. We then 

pass the resulting signal through a first local peak detection algorithm, which identifies and 

marks all the peaks found in the signal. This algorithm uses a set of two adaptive 

thresholds T1 and T2 (T1=2.T2) to select candidate QRS complexes. The main reason 

behind the use of 2 thresholds is that when a certain limit time passes without locating any 

R-peak higher than T1, we implement a search-back routine with a new threshold T2 that 

is half the amplitude of T1. T1 and T2 are constantly updated based on the amplitude of 

the peaks of the ECG input. After this detection stage, we move further in processing the 

signal. First, we take the derivative of the signal, a non-linear transformation which 

contains information about the slope of the QRS, is calculated. The derivative used is a 

five-point derivative with the transfer function in (3). 

 

( ) ( )2 1 1 21
2 2

8
H z

T
z z z z− −= − − + +  (3) 

 

Then we have the squaring stage which intensifies the slope of the frequency response of 

the differentiated signal and thus has its role to help detect false peaks like the T waves. 

The squaring function squares the signal point by point according to the operation in (4). 

 

( ) ( )[ ]2y nT x nT=  (4) 

 

After squaring we move the window integrator, whose main function is to deliver 

information about the width of the QRS complex and other waveform features. It is 

calculated using (5). 
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( ) ( )[ ] ( )[ ] [ ]{ }
1

1 2 ...y nT x nT N T x nT N T x nT
N

= − − + − − + +  (5) 

where N is the number of samples in the width of the integration window, and this value 

must be approximately equal to the widest QRS complex. For the given sampling 

frequency of 200Hz, N=30 is used.  

After getting the result we pass this processed data through the detection algorithm already 

described above and compare these new results with those that we got in an earlier stage. 

Only the common QRS complexes between the 2 detections are taken as R-peaks. The 

output is a stream of pulses indicating the locations of the QRS complexes. The adaptive 

threshold that takes place in this algorithm is done based on (6), (7), (8), and (9). 

 
0.125 0.875SPKI PEAKI SPKI= +  (6) 

0.125 0.875NPKI PEAKI NPKI= +  (7) 

( )_ 1 0.25THRESHOLD I NPKI SPKI NPKI= + −  (8) 

_ 2 0.5 _ 1THRESHOLD I THRESHOLD I=  (9) 

where we have: PEAKI the overall peak, SPKI the most recent running estimate of the 

signal peak, NPKI the most recent running estimate of the noise peak, THRESHOLDI1 the 

first threshold applied, and THRESHOLDI2 the second threshold applied. In case the QRS 

complex is found using the second threshold, we use (10). 

 
0.25 0.75SPKI PEAKI SPKI= +  (10) 

 

These equations are applied to the output of the moving window integrator. The same 

equations are applied to the output of the band-pass filter for the first detection but with the 

letter “I” in the variables name replaced by “F”, i.e. SPKF in stead of SPKI. 

The time limit that we mentioned when talking about the search-back routine is called the 

RR interval (interval between 2 R-peaks). This quantity is also adaptive in the algorithm 

and is the average of 8 past RR intervals. We have 2 running RR measures as shown in 

(11) and (12). 
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( )7 6_ 0.125 ... nn n
RR AVERAGE RR RR RR− −= + + +  

where RRn is the most recent R-R interval 

(11) 

 

( )' ' '
7 6_ _2 0.125 ...n n nRR AVERAGE RR RR RR− −= + + +  (12) 

where RR’n is the most recent R-R interval that fell between the acceptable low and high 

RR-interval limits in (13), (14), and (15). 

 

_ _ 0.92 _ 2RR LOW LIMIT RR AVERAGE=  (13) 

_ _ 1.16 _ 2RR HIGH LIMIT RR AVERAGE=  (14) 

_ _ 1.66 _ 2RR MISSED LIMIT RR AVERAGE=  (15) 

 

After an RR MISSED LIMIT time has passed and no peaks were detected, we implement 

the search-back technique using T2 (the second threshold). When an RR interval is 

detected to be less than 360ms and the maximal slope occurring during the detected QRS 

is less than half of the QRS waveform that preceded it, the peak identified is considered as 

a T-wave and not a QRS complex. 

We implemented the Pan-Tompkins algorithm for testing and validation. The Pan-

Tompkins algorithm has a good performance, but we were able to find some cases where a 

high percentage of error was detected, we discuss these tests in Chapter 3. 

2.2.2. Hardware Systems 

We are not aware of any solution in the research or the commercial markets that is 

composed of a single-chip real-time analysis solution for full 12-lead ECG analysis that is 

able to estimate the heart period independent of the peak signals, and that can diagnose all 

the peaks: P, Q, R, S, and T and their inter-peak intervals to result in disease diagnosis. 

Most of the work done involves only recording huge amounts of data in large storage 
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media and then analyzing the stored data, but not allowing the ease of patient mobility. 

Most of the time, the patient has to be confined to a bed for a number of hours (could be 

for a whole day) [77]. Some commercial solutions are only capable of concluding if the 

heart beat is normal or abnormal but can not specify the period nor could they diagnose the 

disease. Other real time solutions available in the market, in healthcare institutes, and in 

research organizations, are only capable of sensing and transmitting ECG data [18] to: 

either a local machine [17][113] or to a distant healthcare center [23][30] 

[31][34][35][97][99][139][156][172]. In both cases, the work that is executed involves 

checking if the heart beat is healthy or unhealthy without analyzing the disease and not in 

real-time. Moreover, the commercial solutions under study (e.g. [21]) do not look into the 

parallelization of the ECG analysis into multiple cores, so to speed up processing.  

We divide the previous work that we investigated on SoC for ECG to three categories: (i) 

ECG analysis on SoC, (ii) ECG data transmission to remote centers, and (iii) simple 

implant circuits.  

For the first type that runs ECG analysis on SoC we study mainly the work presented in 

[1][13][28][60][116][159][169][173]. In this category, we find one common point from an 

output point of view, which is that they do not run full 12-lead analysis. In addition, the 

work in [13], [116], and [159] can only detect if the heart beat is normal or not normal. 

From a HW viewpoint, the cited work in this category uses either one chip for each ECG 

lead or uses a PC. In Chapter 5, we discuss in detail the difference between these cited 

works and our solution. However we briefly discuss these works in what follows.  

In [1] the authors propose, from an output point of view, a system that only distinguishes 

healthy from unhealthy patients. The work proposes Heart Rate Variability (HRV)1 

analysis with the use of wavelets (see Appendix 3). The HW system is based on four units: 

(i) a processing unit (prepares the input signal for analysis), (ii) a unit that manages control 

signals, (iii) a wavelet computation unit, and (iv) a wavelet coefficient evaluation unit. A 

very interesting HW issue for this work is that the system is able to calculate the HRV 

without the help of a PC. All computations are done on chip. The system takes the R-R 

                                                                        

1 Heart Rate Variability (HRV) is related to the beat-to-beat alterations in the heart rate. A decrease in HRV is a 
measure to predict future heart (coronary) abnormalities. Healthy patients have higher variability than unhealthy 
patients [168]. 
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intervals of the cardiac signals as inputs and then finds the wavelet coefficients using the 

Discrete Wavelet Transform (DWT). DWT has four main advantages over the spectral 

analysis (FFT): (i) the analysis is done in time domain rather than in the frequency domain, 

(ii) simpler computations, (iii) cost effective, and (iv) simpler hardware. 

In [13] the investigation tries to accurately measure HRV. The aim is to determine the 

QRS with high accuracy, low timing given a low power consumption and small sized 

device. The proposed algorithm is based on a host computer and a detector unit. The 

detector is connected to the host computer using the RS232 port, the serial port. The host 

computer is used to configure the detector device and to retrieve results. The detector unit 

is based on a DSP microcontroller; the Motorola 68HC16 DSP (contains an ADC inside 

it). The QRS detection algorithm uses optimized pre-filtering with a matched filter (MF)2 

and dual edge threshold detection. Pre-filtering attenuates various noise components. The 

decision device is a real time decision, without search back methods and without buffering 

of previous data. 

The authors in [28]  propose a physiological monitoring system mainly for space and 

terrestrial applications. The work uses only 2 ECG records continuously. Data can be 

either streamed to a base station through a Bluetooth link or stored on a flash memory (of 

32 MB) and then downloaded to a PC using the serial port. The device uses 3 AAA 

batteries. Two important commercial systems are the Micropaq (from Welch Allyn) and 

the ApexPro (from GE medical systems). Other commercial devices, for example, are 

PCMCIA based. The device has small dimensions and weight, it uses PIC16LF877, 

processor speed 7.3MHz, 32MB of onboard flash memory. Device configuration and data 

download are done entirely from the PC. 

The design in [60] is one of the commercial solutions nearest to our work, where eight (8) 

probes from sensors are directly input to one chip, which runs one lead analysis. The 

solution is DSP based with sequential operation. It interfaces to a SCI (serial 

communication interface), keyboard, external memory, display, and modem. It enjoys an 

80MHz Clock frequency, 64KB program flash memory; 512KB program RAM, ADC with 

8 channels. The maximum ECG sampling frequency they use 500 Hz. 

                                                                        

2 A Matched Filter (MF) is a linear filter that maximizes the output Signal-to-Noise (S/N) ratio.  
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The most interesting part in [116] is that the authors work on a SoC design for ECG 

processing. They present an algorithm for finding the R-Peak by using an adaptive 

threshold after the squaring and moving window integration operations. The heart rate is 

then dependent on the adaptive threshold and can be error-prone. The algorithm works 

under normal heart activity but does not guarantee abnormal cases. This work is one of the 

nearest to ours and we compare it in more detail with our work in Section 5.7. 

Paper [159] presents the SW, which can be implemented on DSP, ASIC or FPGA, i.e. off 

the shelf IC using limited memory resources. C is the algorithm implementation language. 

The coder/decoder is capable to sample at 16 KHz, and they can do 16 bit quantization. 

The sampling rate is set to 2 KHz in order to easily have the same data that was captured 

and down-sampled to 1 KHz. The paper uses a 1 GHz PC.  

The investigation in [169] proposes ECG/Holter portable equipment. The system is built 

around the Motorola MC68L11 microcontroller with clock frequency of 8 MHz, 8bit 

ADCs and 100Hz sampling rate. It uses the telephony networks as the underlying 

transmission infrastructure. The microcontroller is used for acquisition of the ECG signal 

and transmission through the telephony networks. The system uses 3 electrodes to measure 

the heart voltages (i.e. 3 lead ECG). The ECG gets amplified by a factor of 100 and then 

frequency modulated (at 1900Hz) before transmission through the Network. At the 

destination, they have a demodulator to recover the signal. The system can operate in two 

modes: normal and Holter. It also has an additional mode; Test mode. This mode is used 

when new services need to be downloaded from the PC. Due to this test mode 

enhancement, the device can be personalized for each patient; i.e. different heart 

parameters and threshold values. They system uses large FLASH3 memory for the Holter 

mode. The minimum size required is 512KB. 

The research in [173] uses 2-lead ECG with a sampling frequency of 120Hz only. The 

paper proposes the use of CodeBlue [31] as the underlying wireless link between the 

sensors of different patients and the base station. The system continuously monitors and 

records information from different patients and sends them to a PDA or a PC. The solution 

transmits the ECG data at a maximum data rate of 76,800 bits per second. The interesting 

                                                                        

3 Flash memory is a non-volatile computer memory, which can be electrically erased and re-programmed. 
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part is that the authors use TinyOS4; an event driven operating system. Applications are 

written using nesC language; an extension to C.  

Regarding the second category of previous work (HW for ECG analysis) we study the 

work presented in [23][30][34][35][97][99][139][156][172]. In fact, we can summarize the 

main interesting point in this category as work on ECG measurement enhancement. They 

all utilize some techniques and HW to transmit the ECG measured signal to a remote 

center for analysis. Hence the first category is more interesting for our work. 

The research work in [95] and [96] propose ECG R-wave based systems that are 

pacemakers. Hence they are interesting to look upon for implants that use the ECG R-

wave. 

An interesting previous work is the one presented in [113]. The paper proposes an ECG 

ARM-based Bluetooth Wireless Biosignals recording and monitoring system. The system 

consists of two main units: ECG analog preprocessing unit and the DSP unit. The digital 

processing is done by an ARM7 chip that interfaces to a Bluetooth link to transfer data to a 

computer or a PDA.  In the ECG analog board high accuracy sensors were used in addition 

to different traditionally used filters. The ARM7 contain 64 KB of RAM. A three layer 

logical stack models the CPU: the lower layer models the control and management of the 

ARM and the Bluetooth radio. The second layer is the Bluetooth stack and the last one 

controls the Bluetooth connections and the acquisition. An application layer was added at 

the top to combine different bio-signals. The CPU clock is 13 MHz. An adaptive algorithm 

was implemented to get the R-Peaks and the peak-peak interval. 

2.3. Sensing and Filtering 

ECG analysis requires three main phases: (i) acquiring the signals from the leads, (ii) 

filtering the lead-signals (each alone), and (iii) analysis. Firstly, the sensing phase requires 

an ADC in order to be able to have digital data for our digital filter. We use 16 bit ADC, 

because our analysis algorithm and ECG biochip are designed based on having 16-bit 

filtered data as input. We briefly discuss the filtering method we use as an essential part of 

                                                                        

4 TinyOS is an operating system that originated to target embedded systems for wireless sensor networks, and it is 
written in nesC (www.tinyos.net). 
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our proposed solution in Chapter 3, and then we discuss the biochip design that depends 

on this filtering step in chapter 5.  

The high investment in sensor technology and biomedical research in general gave birth to 

biomedical sensors that have more advanced features than the commercially available ones 

just a few years ago. For instance, the nowadays sensors are characterized by prolonged 

lifetimes (up to 24 hours), and higher sampling frequencies (up to 10 kHz for ECG) [15]. 

Some sensor companies have produced wireless biomedical sensors in order to aid patient 

mobility. This advance in biomedical sensors faces a mismatch with biomedical heartbeat 

analyzers that still lack behind to cope with the huge amounts of data, the high rates, and 

the wireless features that modern sensors can provide. Data provided by biomedical 

sensors suffers from several types of noise: physiological variability of QRS complexes 

(The QRS Complex as shown in Figure 5), baseline wander, muscle noise, artifacts due to 

electrode motion, and power-line interference [41]. The Filter type interesting for our 

research work is the Infinite Impulse Response (IIR) filter, which is discussed in section 

3.2. 

 

2.4. SoC and MPSoC Background 

In  the  past  30  years,  an  exponential  rate  of  progress occurred  in semiconductor 

technology. Much of this is a direct consequence to Moore’s law5 [62][64]. Moreover, we 

also see a convergence of computing and communications as Gorden Moore explains in 

[63]. This convergence is also affected by the fact that performance of the gates on chip 

has been improving. For instance, the delay of a simple gate decreases by 13% per year, 

halving every 5 years. This trend has been maintained for nearly the past 30 years by the 

semiconductor industry (Figure 9). Therefore, these trends lead logically to progress in 

interconnecting microelectronic blocks on the same chip. 

 

 

                                                                        

5 Moore’s Law states that the number of devices that could be fabricated on  a  single  chip  is doubled every 18 
months,  hence  it quadruples  every  3.5  years [62]. 
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Figure 9. Moore’s Law: Number of transistors on chip double every 18 months. 

 

In fact, the microelectronics technology allows us, nowadays, to have several connected 

cores on the same chip, which we refer to as System on Chip (SoC). SoC is defined as the 

integration of all components of a computer or another electronic system into a single 

Integrated Circuit (IC). Among the most advanced ICs are the microprocessors or "cores", 

which are available in computers as well as cellular phones, for instance. Digital memory 

chips and ASICs are other examples of integrated circuits that are used in ICT. The single 

chip may contain digital, analog, mixed-signal and Radio Frequency (RF) cores. Traffic of 

data on SoCs became an interesting topic as part of the communication vs. computation as 

we see some studies like in [56]. SoC has also paved the way to multicore trends under 

research and also in the market, where many processing cores can be connected in order to 

allow parallel processing [53]. For instance we see Intel Dual Core chips in nowadays PCs, 

and these chips have two processing units (cores) that speed up processing. This trend is 

also known as Multiprocessor System-on-Chip (MPSoC), where we can think of the 

MPSoC as a system of interconnected processors (computing cores) that can communicate 

[176], i.e. we go back to the point of convergence of computing and communications 
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[49][55][58][104][105][108][110][111][198]. Hence, bus partitioning and architectures 

become also very interesting [166]. That is what makes the MPSoC function like a 

microelectronics network, i.e. an on-chip network. Looking at NoCs and MPSoC in a 

similar network perspective was also touched in [33] and [55]. This leads to the hot topic 

in research and development now, known as Network on Chip (NoC) [2][4][5][6][7]. The 

NoC accommodates multiple asynchronous clocks. The NoC solution borrows the 

networking method to on-chip communications [8][9][10][11][12][26][27]. One of the 

NoCs we look at is the Nostrum NoCs [5][127] [137][165][198], which also has a 

designed simulator. Nostrum NoCs have dimensional mesh topologies [5]. More details on 

Nostrum are discussed in [42]. An application of JPEG encoding was studied on Nostrum 

in [191]. Performance analysis has been also a very important topic in the research since 

the success of SoC, MPSoC or NoC depends on having chips that can deliver a certain 

wanted level of performance.  

The cited works in [32][42][43][44][45][199][200][201][202][203][204][205] discuss 

performance issues in such on-chip networks. The work in [154]  also discusses how to 

migrate to tasks in MPSoC and runs a feasibility study for such migration on the chip 

technology trend. Moreover, the main reason for looking in multicore systems like MPSoC 

and NoC, is the fact that parallel processing can lead to better the performance. Figure 10 

shows how the performance can increase in the system on chip when the number of cores 

increases. We also see many research papers on MPSoC that discuss MPSoC 

communication issues, i.e. gaining the dimension of a network to be analyzed from a QoS 

viewpoint, where QoS may include delay, communications protocols, losses, power 

consumption, and tradeoffs within these parameters; as we can see in 

[118][120][121][122]. 

An important set of research works are those running MPSoC simulation [106][107]. A 

very interesting topic is the design of on-chip networking protocols, types of data links and 

scalability in such networks, which have been addressed in many works like [129], [175], 

and [179]. Organizing Cache memory in SoCs is well studied in [194]. Synchronization in 

SoCs is a very interesting topic, and papers [145], [146], and [147] discuss these issues.  
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Amdahls law: Parallel Speedup = 1/(Serial% + (1-Serial%)/N) 

Figure 10. Performance scaling vs. number of cores.  The lower plot is for a serial percentage of 20%, and the 
higher plot is for a serial percentage of 5%. Hence, parallelizing SW is a key point for the success of multicore 

systems since performance is a key issue for success. N is the number of cores. 

 

 

In the NoC trend we looked at many research works, and we can categorize the works 

there into: work on synchronous and asynchronous issues to get the on-chip network to 

achieve best performance  and functionalities [36], performance analysis/evaluation 

[87][132][150][152][180] by looking at delays and packet loss [38][125][170][171], 

throughput and bandwidth [126], power consumption/management  

[37][61][66][67][88][112][135][174][177][190], NoC fault tolerance and error recovery 

[39][52][163][164], reliability [48][90], memory partitioning [50][51], layout [54][109], 

NoCs for real-time applications [100], core interfacing [138], protocols and routing 

techniques [178], traffic modeling [183], reconfiguration [186], and admission techniques 

[195][196]. NoC Designs, design flows, and methodologies are very interesting issues for 

our work, some of which are discussed in [98], [101],  [102], [103], [114], [115], [149], 

[155], [167], [184], and [192]. A Method for designing NoCs with guaranteed QoS is 

Serial % = 20% 

Serial % = 5% 
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discussed in [160]. NoC emulation is a crucial work for showing how NoCs can be 

useful for real applications [136][157]. The authors in [148] and [193] use FPGA for 

emulating a NoC. Interesting NoC simulators are published in [151] and [153]. 

Application-specific NoCs are considered to be the door to get NoC to see some light in 

the markets, and a study on application specific NoCs was investigated in [161][162]. The 

assembly and the instruction set for processors play a significant role in the performance 

and thus the success of NoCs. An interesting study is presented in [197]. The main reasons 

for the aforementioned progress discussed in this section are:  

• Scaling of the technology, e.g. gate lengths have scaled to 0.18µm today from 

50µm in the 1960's. 

•  Cheap and simplified CMOS, where the designers have adhered to rigid design 

methodologies and strategies that are enabling design automation, and that gives 

opportunities for a fast increase in the VLSI technologies. 

• Fixed cost per wafer, which is more pronounced for small-volume products [92]. 

 

All in all, the current state of art in microelectronics allows us to deploy multi-cores on the 

same chip. However, this field still lacks some methodology in mapping real life 

applications onto such systems, and in many cases (like in NoC) still some standards are 

not defined. Hence, we do not find generally accepted protocols or algorithms that can 

serve this field in a way so that the mapping of applications (that are useful) can become a 

structured method. At the same time, the performance of multicore chips like MPSoC and 

NoC play a major role in the success of such technologies, especially when used to host 

real life applications. In addition, although there is a need to map application to multicore 

technology, we do not find a methodology presenting a structured set of steps to do so. We 

believe that the availability of such a methodology will aid this field in two ways: allowing 

easier implementation of HW/SW Codesigns for interesting applications, and boosting 

more investment in this field. In this thesis, we address these problems, and we map a life-

critical application onto multicore systems on chip. Then we use performance analysis in 

order to show how such a HW/SW Codesign can serve other fields. Regarding the 

protocols/standards for communications, we propose a novel way for inter-multicore-chip 

communications and we present also some examples on inter-NoC protocols. This is 
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because we believe that in the future, complex applications may require more than one 

multicore chip (MPSoC or NoC) to serve one aim. Hence, we believe that it is important to 

start designing the MPSoCs and NoCs in a way that will not hinder future inter-multicore-

chip interactions. Moreover, we present a methodology for the MPSoC HW/SW Codesign, 

which addresses application mapping, Codesign, and testing/performance analysis.  

 

2.5. Methodology 

In this thesis we try also to build a set of steps to follow as a procedure in Multicore design 

for specific applications that require high computational capabilities. Therefore, we find it 

crucial to have an understanding and background in methodology in general. According to 

the Webster (See Appendix 4), the word “methodology” can be defined in several ways, 

but we choose the following definition for this work: “a body of methods, rules, and 

postulates employed by a discipline, a particular procedure or set of procedures.” One of 

the hardest points in the design process is the starting point, which is many time a chaotic 

practice. For instance, in the software programming, this starting process is often referred 

to by code and fix. This way, may work if the system to build is relatively small, not much 

complicated, and is not life critical. However, when the system is large and is sensitive to 

errors, then running the design process as a chaotic “code/design and fix” method without 

any structure may lead to huge delays, complicated redesigns (that could mean repeating 

from start, i.e. more cost), and sometimes failure of the system. Therefore building a 

methodology is quite important, because any changes in the HW/SW partition may compel 

the designers to exhaustive redesign. Many designers try to fit most of the work in 

software and put only less arduous parts of the design to hardware so that they can respect 

deadlines. These methods suffer from the following main problems: (i) the lack of a 

unified HW/SW rendering, (ii) lack of compatibilities between different versions, (ii) 

difficulties in progress, (iv) priori decisions on design that do not aid in getting an 

optimized HW and optimized SW, and (v) unavailability of a structured design flow or 

methodology. These problems make specs testing, editing, and revision formidable. Hence, 

they result in direct and indirect negative impacts on the production and time-to-market. In 

what follows, we give some brief overview about Agile [117] methodology for SW and the 

POLIS [57] methodology for HW/SW Codesign. Agile methodologies try to have a 
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tradeoff between the lack of a process and too much of processes, in order to build the 

satisfactory method that results in the required design. They are not as document-oriented 

as other SW methodologies. They are characterized by being code-oriented, hence also 

integrating documentation with the code so that progress is practically easier. 

A more interesting methodology for the work in this thesis is the POLIS system, which 

revolves around a single representation like a Finite State Machine. However, it uses Co-

design Finite State Machine (CFSM). CFSM shares with classical Finite State Machines 

(FSM) the functionality of giving outputs with only a finite amount of internal states, but it 

differs from FSM in that it uses a finite, non-zero, unbounded reaction time instead of the 

synchronous communication model. Every element of a network of CFSMs relates to a 

core of the system. The interesting point in CFSM is that it is unbiased towards neither 

HW nor SW. The steps or layers used in POLIS are: 

1. High Level Language Translation for writing specs (e.g. VHDL) 

2. Formal Verification, where it is possible to directly interface with existing 

verification methods based on FSM, making it able to verify designs that can be 

larger than was previously 

3. System Co-simulation, where designers can get feedback on the design choices in 

both SW and HW 

4. Design Partitioning, i.e. system-level design decisions on HW-SW partitions, 

architecture, and scheduling are taken. Here also design experience plays a large 

role. Thus, designers use feedback parameters on mechanisms from co-simulation 

and/or formal verification 

5. Hardware Synthesis, a CFSM sub-network chosen for HW implementation is 

implemented and optimized using logic synthesis techniques from SIS. Each 

CFSM, interpreted as a Register-Transfer Level specification, can be mapped into 

BLIF, XNF, VHDL or Verilog.  

6. Software Synthesis, by optimizing the desired behavior in a high-level, processor-

independent flow, and translating the control/data flow graph into portable C 

code, then using any compiler to deploy/optimize with a specific instruction set. 
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A timing estimator quickly analyzes the program and reports code size and speed 

characteristics. In addition, real-time application-specific OS and I/O drivers are 

generated for every partitioned design.  

7. Interfacing Implementation Domains, where interfaces between different 

hardware-software are automatically synthesized within POLIS and the 

communication can be through I/O ports. 

 

In brief, most of the methodologies today do not look at life critical applications and how 

this imposes hard constraints on the Codesign, analysis, and performance testing. For 

instance, in fields like aviation and medicine, the HW/SW Codesign faces very serious and 

hard deadlines that must be considered in both processes: the design and the 

implementation. In addition, the current methodologies are confined to some specific 

languages for computing and for writing the SW (e.g. VHDL). In our work, we set a 

general methodology that is not confined to any specific computing language, and we 

show how it is useful to divide the design process to three layers: application, SW, and 

HW. The aim of the structure we propose is to help the designer in knowing, from the 

start, what to keep track of during the iterations of the HW/SW Codesign. This would 

decrease the time spent on the Codesign process. Moreover, it will aid in knowing and 

deciding where (i.e. at which steps) to run performance tests. We discuss this methodology 

in more detail in Chapter 6. 
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Chapter 3  

Novel ECG Algorithms for HW/SW Codesign 

"Science cannot solve the ultimate mystery of nature. And that is because, in the last analysis, we 

ourselves are a part of the mystery that we are trying to solve.” 

Max Planck (1858 – 1947) 

 

This chapter discusses the application level and the novel algorithms that aid in 

advancing towards the solution. The application we focus on is the 

Electrocardiogram (ECG/EKG) biomedical practice, which requires an 

algorithm design and development. In this chapter we follow a top-bottom 

approach in describing the big picture for the solution, then we move down to 

the required system solution, and then proceed to the needed software. In 

section 3.1, we introduce the big picture scenarios, where a healthcare 

application like heart and ECG analysis can be applied to MPSoC as part of a 

general healthcare solution. Section 3.2 presents the filtering step, which is an 

essential step priori to analysis. Section 3.3 elaborates the first ECG analysis 

algorithms that we introduce in this thesis as the ACF-based algorithm. Section 

3.4 presents a step further in trying to develop a less heavy algorithm from a 

computation viewpoint, the FFT-based algorithm. Section 3.5 compares our 

novel algorithms with each other and with the most widely used algorithm, 

namely the Pan-Tompkins algorithm (discussed in Chapter 2). The Pan-

Tompkins algorithm has a good performance, but we were able to find some 

cases where a high percentage of error occurs.  

 

3.1. Introduction 

As discussed in the motivation of this thesis (section 1.1), one of the major aims is to find 

healthcare applications that leverage the use and interest in SoC and MPSoC platforms. In 

this respect, we follow a top-down approach in this section in describing the general 
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scenarios and discussing where the MPSoC solutions fit. Then, we describe the proposed 

solution, and we focus in this chapter on the software part needed to be implemented on 

the hardware part (discussed in Chapter 5). We describe the big picture from a top view on 

the need for disaster-site and emergency healthcare, which has garnered a dramatic 

importance in the past years. There is a significant need for a general and global solution. 

There is no limit on the geographical location of a disaster, hence, the use of computing 

and communications becomes a direct need for a global emergency healthcare solution. In 

large scale disasters, the medical team may be fewer in number than the injured [73], 

hence an overall solution requires on-ground biomedical equipment of high performance to 

aid the medical team [79]. Figure 11 shows an example of a scenario for healthcare aid at 

the point of need (disaster point), where MPSoC can be attractive due to its small volume, 

light weight, and high computational capability. At such emergency cases checking and 

monitoring the patient’s heart is essential. A healthcare application-specific MPSoC can be 

carried on the ambulance plane, or with the medical team at the disaster site to monitor 

hearts of the wounded and analyze them in real time, which is a basic and important check 

up to do in emergency cases for the heart. In addition to disaster scenarios, applications in 

home healthcare are becoming a predominant form of healthcare delivery. In addition, 

home-care ensures continuity of care, reduces hospitalization costs, and enables patients to 

have a quicker return to their normal lifestyles. Figure 12 shows an example of a home-

healthcare. 

Looking at the needs of the application as well as the market requirements for our solution, 

accordingly, we design our technical specifications. We refer to the emergency or disaster 

site as the point of need. Since the point of need can be anywhere on the plant and since we 

need high quality to carry medical data, a reliable high performance satellite protocol is 

vital for the telemedicine part of the solution. The communication links may suffer from 

disconnections, thus to overcome this problem, we put the largest and most important 

analysis segment on MPSoC as we discuss later in Chapter 4. 

In our approach in thinking of the solution, we move from the big picture, to the required 

algorithms for heart analysis that we will fit on an MPSoC. Therefore, we move to the 

point of looking at how the wearable solution can be designed. As discussed in Chapter 2 

the steps needed for the heart monitoring are: signal recording, filtering, and analysis. Due 
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to these steps, we propose the design shown Figure 13. Then we move down from the 

top view of the solution to look at the SW needed for filtering and analysis. 

 

 

 

Figure 11. Biochip deployment over a healthcare network for patient monitoring and real-time analysis at the 
point of need. 

 

 

Most of the available solutions for detection of heart abnormalities (see sections 2.2.1 and 

2.2.2) try to locate the QRS interval (see Figure 5) in order to estimate the heart period by 

calculating the distance of two consecutive R peaks. In spite of their lightweight 

complexity, such algorithms do not provide enough confidence in analyzing highly 

irregular heartbeats, associated with specific patients and/or arrhythmias [76]. Moreover, 
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even when they work fine in defining the QRS interval, the other peaks (which represent 

other heart activities) will still be obscure for the doctors/nurses looking at the algorithm 

results.  

 

 

Figure 12. Home Healthcare scenario where Biomedical Applications on a wearable MPSoC can be applied. For 
instance, the patient can have his hearted monitored, via an application specific MPSoC. 

 

 

At the biomedical level, a choice for the algorithm is a basic block for the success of the 

overall solution (the big picture we describe). Hence, to follow a path that may lead to the 

success of the algorithms (thus the solution) in the market in further steps, we start looking 

at the most widely used algorithm for heart beat detection in healthcare centers, namely the 

Pan Tompkins algorithm (described earlier in sub-section 2.2.1.2), in order to compare our 

novel algorithms with it. The Pan Tompkins solution is built to detect the QRS interval 

only, and its low complexity makes it suitable for porting on a large number of low-end 

portable devices. The disadvantages are of course many, e.g. lack of 100% success for all 
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ECG signals, confusing peaks and thus diseases, lack of full analysis of all heart 

activities, and- oftentimes- a lack of sufficient informative content provided to medical 

doctors. Some failures of the Pan-Tompkins algorithm are presented later in this chapter 

(section 3.5.1).  

In a step to overcome the limitations of long-lived solutions, and keeping in mind that (for 

the overall solution) we rely on  the performance accelerations guaranteed by MPSoC 

platforms, we came up with more computation demanding analysis (biomedical) 

algorithms than the traditional QRS detection techniques. We also point out their pros and 

cons from a comprehensive hardware-software implementation viewpoint. In what follows 

we refer to our two biomedical algorithms as: the ACF-based and the FFT-based 

algorithms. The presentation of these novel algorithms follows in sections 3.3 and 3.4, 

respectively. The algorithms, however, require that their input data be filtered to insure 

accuracy of the output (ECG analysis) results. Therefore, prior to discussing the new 

algorithms, we discuss the filtering step needed before running any of the computational 

algorithms for analysis.  

In other words, our vision of the solution can be divided to two parts: the on-chip analysis 

and communications of the chip within larger networks in order to transfer the analysis 

results to the specialized medical centers. Hence, our vision of the solution in the first part 

(on-chip analysis) is shown in Figure 13, where the 12 ECG leads are input to a pre-

analysis step. This pre-analysis step starts by running analogue to digital conversion. The 

ADCs output is required before the filtering process (with a filter for every lead) that we 

envision for this solution since we aim at allowing both hardware and software based 

filtering. Then we store the output of all filters on a data storage memory part. In this 

respect, we aim at using data storage in 16 bit binary format. We choose binary formats 

since they consume less space than other digital formats. We use the 16bit type since we 

aim at having finer granularity for the analysis while at the same time allowing for using 

currently available devices to realize the solution. In the second part (communications), we 

can not envision our real-time analysis chip without being able to send its results to 

healthcare professionals in medical centers (e.g. scenarios in Figure 11 and Figure 12). 

Consequently, we look at having protocols/methods that can aid with the convergence to a 

result while respecting the problem constraints (time, reliability, reactivity, and no loss) 

and while allowing for further improvements and simpler integration of other (and future) 
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biomedical solutions on the same network, whether on-chip or between chips. With this 

vision of the solution, we start, in what follows, by discussing the pre-analysis filtering 

step (section 3.2), and then we describe our novel analysis algorithms in sections 3.3, 3.4, 

and 3.5. A note worth mentioning is that we present later in Chapter 4 some of the chip 

communications algorithms (intra and inter communications), which we propose for fitting 

the chip-solution to a real communications network carrying the biomedical-data results 

(analysis results). 

3.2. Filtering As a Pre-Analysis Need 

Data coming from sensors is subject to various types of noise discussed previously in 

section 2.3. Since lead-signals are calculated from sensor data, then the ECG biomedical 

leads suffer from many noise types, which impair the analysis of the 12 lead ECG. 

Running any computational algorithm on such noisy lead data will give erroneous results 

that may put the patient at a high risk. An Example is shown in the R-Peak detection 

marked by circled areas in Figure 14, where two peaks may be detected although there 

should be only one peak. Consequently, prior to the analysis algorithm, we send ECG lead-

data through a filtering stage. We designed our own filter, which best suits our solution. In 

our work, many sensors may be chosen to serve our real-time aim, and at the same time 

have reasonable prices for the market success of the solution. For instance, one of the 

sensor types that may be used is the state of the art commercial sensor from Ambu Inc. 

silver/silver chloride ”Blue Sensor R” [15] shown in Figure 13. It is characterized by: 24 

hour lifetime, superior adhesion, optimal signal measuring during stress tests, ease of 

carrying due to its small dimensions (57mm x 48mm), and ease of wearing.  

In order to deal with noisy input signals, we designed an IIR filter with order 3 that outputs 

its results in 16-bit binary format (Figure 13). However, we need to be aware of the fact 

that we want to look in our solution at high sampling frequencies (250Hz, 1000Hz and 

above), because we want to: (a) make use of the available accuracy of the state of the art 

sensors, (b) have finer granularity of data, and (c) get more accurate analysis since in some 

cases more data samples are needed to discover a disease; like, for instance, the medical 

case known as the R on T phenomena [14], where the R and the T peaks are very near in 

time so we need a very high number of samples and an intelligent algorithm to discover 
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them. Moreover, it is extremely important to choose a sampling frequency that 

minimizes the risk of aliasing. 

 

 

Figure 13. The system for sensing and filtering of ECG lead signals before sending data to the ECG biochip for 
analysis. Blue Sensor R is from Ambu Inc. [15] 

 

 

The highest frequency needed for the ECG signal is 90Hz (due to the medical frequencies 

of the heart), which implies that the lowest sampling frequency that can be used is equal to 

the Nyquist rate (180Hz). However, in order to sample at such a frequency, the analogue 

signal has to be band limited to 90Hz, which can be achieved by the use of a complex 

analogue bandpass filter with a very sharp frequency response. This solution, although 

advantageous on limiting the amount of data to be stored, has a disadvantage on the 

analogue side, since the bandpass filter, being complex in order to meet the sharpness 

requirement, will probably have considerable power consumption.  An alternative solution 

would be to sample at a frequency much higher than the Nyquist rate, such that the 

analogue bandpass filter can have a relaxed frequency response, while still effectively 

filtering out the frequencies that would cause aliasing during sampling. For instance, by 

choosing a sampling frequency of 5 KHz, all frequencies beyond 2.5 KHz would have to 

be filtered out before sampling, but that task is simpler than before, since all frequencies 

between 90Hz and 2.5 KHz can be attenuated without affecting the data needed for 

analysis. After sampling, band limitation to 90Hz can be implemented using a digital filter. 
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This approach has the advantage of using a lower-complexity bandpass filter, and reducing 

considerably the risk of aliasing and folding. Moreover, increasing the number of samples 

increases the accuracy of the sample, and makes the overall filtered signal smoother when 

used for analysis.  Our IIR filter is built to deal with these problems. Another main 

advantage of using the IIR filter is to eliminate the noise that is directly proportional to the 

DC offset of the sensed ECG [41], which is around 0.1mV. The two plots in Figure 14 

clearly show how the filtering algorithm remedies this problem. In our implementation, the 

filter is implemented in hardware on a dedicated chip feeding the external SDRAM 

memory of our biochip.  

 

 

Figure 14. ECG raw and filtered data (lead I). 

 

Our filter is the convolution of the noisy signal with the filter impulse response in (16) : 
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where, x[n] is the noisy signal, h[n] is the filter impulse response, and n is the sample 

index. This filter in (16) is also an infinite impulse response (IIR, Chebyschev filter), so it 

can be written as (17): 
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1k m

y n x n l b l y n m a m
−

= − × − − ×∑ ∑  (17) 

where, y is the output of the filter and x is the input, b is the vector that contains the filter 

coefficients for signal x, and a is the vector that contains the filter coefficients for output y. 

The upper limits of the coefficients are dependent on the order of the filter being used. Our 

IIR filter is of order 3, because our ECG data does not require higher orders. We can 

improve our filter (when needed) by simply knowing the needed values of the coefficients 

in vectors a[.] and b[.].  Figure 15 shows the result when we apply our filter on the 12 lead 

signals which we read digitally. This filtering allows a finer analysis and hence more 

correct results.  

Moreover, such digitally filtered leads make it easier for the physician and doctor to detect 

the malfunctioning parts of the heart by being able to see more clearly the signal and its 

peaks as is shown in Figure 14. After we achieve this filtering result, we are ready to run 

the analysis; hence we are ready to design the required algorithms for analysis. 

  
Figure 15. Twelve filtered ECG leads. Comparing with Figure 6 of the complete paper readout we can see the 

difference in the ability to digitally process data with higher quality. 
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Figure 16. Twelve filtered ECG leads. Comparing with Figure 15, we can digitally zoom into the heart cycles we 
need. Comparing with Figure 6 of the complete paper readout we can see the difference in the ability to digitally 

process data with higher quality. 

 

 

3.3.  ECG Analysis Using the ACF-Based Algorithm 

Most ECG systems make use of the Pan-Tompkins analysis algorithm [94], which targets 

QRS complexes (Figure 5; Figure 14) as discussed in Chapter 2. In principle, traditional 

ECG analysis starts from a reference point in the heart cycle (the R-peak is commonly 

used as the reference point). As a consequence, accurate detection of the R-peak of the 

QRS complex is a prerequisite for the reliable functionality of ECG analyzers [77]. 

However, as an effect of ECG signal high variability, R-peak detection might be 

inaccurate. For instance, in the R on T phenomena, a T peak may be wrongly taken for an 

R peak, and then the R-T interval will be considered as an R-R interval so that the period 

will be wrong. Other QRS parameters will be consequently inaccurate. As a result, 
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traditional techniques may fail in detecting some serious heart disorders such as the R-

on-T phenomenon (associated with premature ventricular complexes) [14].  

The main algorithm contribution we have in our approach is to change the thinking, from 

looking at the peaks first and then using two peaks to get the distance between them to 

consider it as the period, to searching for the period directly. In other words, our treatment 

of the problem takes a different perspective: instead of looking for the R-peaks and then 

detecting the period, we detect the period first (via autocorrelation) and then look for the 

peaks. The reason why we thought of this aforementioned approach is the reality of high 

degree of randomness in the ECG signals. This randomness makes looking for peaks a 

cumbersome and erroneous process.  

As a consequence, we had to create a mathematical solution for this ECG signal problem. 

One of the ideas that led to the solution we have now, was a question we had on why not 

try to look for the level of correlation between the ECG signal from a patient and a normal 

ECG signal. Then we found out that this may give some interesting results, however we 

may not get the period. What we would get is the level of correlativity these two signals 

have. Then we advanced a step ahead and thought of seeing at how much the patient ECG 

signal is correlated to itself. This was the start of a mathematical solution that can make a 

difference.  

To understand this solution we start by describing it from the beginning. Since the ECG 

leads data is stored in digital format as shown in Figure 13, we then use the discrete signals 

for our mathematical solution. Hence, we consider y[n] to be the ECG lead signal, where n 

is the index of the signal y, i.e. if n = 0, then y[0] is the first value of the ECG signal. For 

example, the filtered lead signal shown in Figure 14, can be considered as y. However, in 

Figure 14 the x-axis does not show the index value n, but it shows the time value. In this 

respect, it is very important to note that there is a direct relationship between the time 

value and the index n. That is because this signal is a discrete signal. Hence, the signal y in 

terms of time (t) is the same as the signal y in terms of the index n. The relationship 

between the index n and the time value t is also dependent on the sampling frequency, fs as 

shown in (18). 
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s

n
t

f
=  (18) 

where t is considered with respect to the origin of the analysis-chunk, i.e. starting at a time 

equals to zero.  

 

Hence, it would be easier to look at the time of the sample point as t1, where in fact the 

difference between t1 and the time at the origin (say t0) is the value in (18). We express it 

in another way in (19). 
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The main idea is that if we run the autocorrelation function shown in (20) on the function y 

over the data sample recorded, and then we can get the coefficients of the ACF.  
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where Ry is the autocorrelation function, y[n] is the ECG filtered signal, and k is the 

number of lags of the autocorrelation. 

 

For our case of the ECG signal, n ∈� . Now that we want to find the period, we study the 

autocorrelation, and we see that in case a function is periodic, then its autocorrelation is 

periodic. Let us look together at a small example where a discrete function is correlated 

with itself as shown in Figure 17, Figure 18, and Figure 19. 
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0 1 2 3 4 5 … N   Function y, e.g. y[n]. 

  

0 1 2 3 4 5 … N  Same function y above. 
 

Figure 17. The first step in calculating the ACF. The numbers from 0 to N represent the value of the index n. 

 

 

 

0 1 2 3 4 5 … N   

  

 0 1 2 3 4 5 … N   
 

Figure 18. The second step in the calculation of the ACF. The numbers from 0 to N represent the value of the 
index n. 

 

 

 

0 1 2 3 4 5 … N   

  

          0 1 2 3 4 5 … N 
 

Figure 19. The Nth step in calculating the ACF. The numbers from 0 to N represent the value of the index n. 

 

 

Every step of the ACF coefficients calculations (shown in Figure 17, Figure 18, and Figure 

19) includes the multiplication of the number whose index is shown in the figures with the 

number whose index is just shown above it.  We express it in the following: 
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Then the calculation in Figure 17 is in (22) and the rest are similar. 

[ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ]0 0 1 1 2 2 ...[0]y N Ny y y y y y y yR + + + +=   

[ ] [ ] [ ] [ ]2 2 2 20 1 2 ... Ny y y y+ + + +=  (22) 
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Similarly, 
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[ ] [ ] [ ] [ ] [ ] [ ]0 0 2 0 3 1 ... 2N Ny y y y y y+ + + + + −=   

[ ] [ ] [ ] [ ] [ ] [ ]0 0 0 2 1 3 ... 2N Ny y y y y y+ + + + + −=  (24) 

 

Thus, after some iterations over k, we can reach a number k = L (L < N) that can be 

enough, in case of a periodic function y, to get the value of the period, and Ry[L] will be 
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where L is a positive natural number related to the number of times needed for the 

calculations to get the period.  

 

The main idea for L stems from the fact that if we minimize the calculations, then our 

convergence to a solution will be faster and also the power consumption on the HW 

system that we aim at developing, would be minimized. We will see later in Chapter 5 and 

chapter 6 how this number is important in the iterations to realize a HW/SW Codesign. As 

we can see from (25), the smaller L is, the less Ry[.] calculations we would need, since N-L 

(which is the number of iterations that we can neglect will be larger). Now, in case y(t) is 

periodic with period T (in secs), then every T seconds (corresponding to some n steps) the 

multiplication of the signal y(t) by the signal y(t-T), would witness two identical signals 

being multiplied. For example, consider the same signal shown in Figure 17 but consider 

that every 3 samples a period is repeated. Then, 
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where i is an index value, i.e. n = i ≤ N. 

 

 

(26) 

 

Therefore, we can express the function y with only three terms: y[0], y[1], and y[2]. Hence, 

we can express the autocorrelation (Figure 20, Figure 21, Figure 22, and Figure 23). 
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0 1 2 0 1 2 0 1 2 … N-2 N-1 N  Signal y[n] 

Period              

0 1 2 0 1 2 0 1 2 … N-2 N-1 N  Signal y[n] 

Ry[0] is a max peak   
 

Figure 20. The first step in calculating the ACF for periodic y(t). The numbers from 0 to N represent the value of 
the index n.. This is used for the calculation of Ry[0]. 

 
 

0 1 2 0 1 2 0 1 2 … N-2 N-1 N   

  

 0 1 2 0 1 2 0 1 2 … N-2 N-1 N  
 

Figure 21. The second step in calculating the ACF for periodic y(t). The numbers from 0 to N represent the value 
of the index n. This is used for the calculation of Ry[1]. 

 
 

0 1 2 0 1 2 0 1 2 … N-2 N-1 N   

  

  0 1 2 0 1 2 0 1 2 … N-2 N-1 N  
 

Figure 22. The third step in calculating the ACF for periodic y(t). The numbers from 0 to N represent the value of 
the index n. This is used for the calculation of Ry[2]. 

 

0 1 2 0 1 2 0 1 2 0 1 2 … N-2 N-1 N  

    Period              

   0 1 2 0 1 2 0 1 2 … N-5 N-4 N-3 N-2 …

Ry[3] is a max peak Result of 
multiplicatio
n in this part 

is zero  

Result of 
multi-

plication 
in this part 

is zero 

 

Figure 23. The 4th step in calculating the ACF for periodic y(t). Here we can see the clear overlap again of 
identical elements of the series. This is used for the calculation of Ry[3]. 



Novel ECG Algorithms for HW/SW Codesign  

 

55 

Looking at the chronological steps from Figure 20 to Figure 21 then to Figure 22, and 

finally to Figure 23 we see that there is an identical matching in the elements of the two 

series (signals), and thus the maximum peak expressed in (22) will be reached, however it 

will be for a value smaller than the first peak since the multiplication of the first three 

elements of both series shown in Figure 23 results in a summation of zeros, i.e. the first 

period that corresponds to the first 3 elements of the upper series and the last three 

elements in the lower series, are all multiplied by zeros. Hence we will get a peak, but 

smaller than the first peak. 

As we discussed before in (18), there is a direct relationship between the number n and the 

time value. Hence, the value of the period T can be simply calculated by substituting the 

values of n and fs in (18) as shown in (20). 

 

period

s

T
f

n=  (27) 

where nperiod is the number of indices needed to have a period. 

 

For example, in the case of our above example, nperiod = 3. Hence the period in seconds is: 

3

s

T
f

=   seconds (28) 

 

In the real case of ECG, a large number of sample points are needed, and the higher the 

frequency the higher the accuracy. However, now that we know that when we run the 

autocorrelation over a signal y, and if the signal is periodic, then every time there is an 

overlap with the periods (every T), we will have a peak in the ACF(y) = Ry[.]. Hence, 

every T, the ACF(y) is repeating the same behavior, which is having the peak. Simply, the 

distance between these ACF peaks is T, which is the period of y. In this example above, we 

can simply calculate the number of signal samples that are between two ACF peaks, and 

that is 3, because the 4th step in calculating the ACF reveals a second peak. In what follows 
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we prove that the autocorrelation function of a periodic signal y (with period τ) is also 

periodic and its period is τ , the same as that of the signal y. 

Let  ( ) ( )A t ACF ty=   be a discrete sampled function (29) 

 

and let ( ) [ ]y t y n=  be a periodic function with periodτ . 

τ  corresponds to the specific number of index points on the x axis, Nτ . 

Then ( ) [ ]A t A n=   (30) 

                                 

We do the proof in the discrete sampled domain: 

Now that ( )y t  is periodic, then by definition of periodicity 

( ) ( )y t y tτ+ =  

and 

[ ]y n N y nτ  + =                            

(31) 

 

(32) 

and 

⇒  [ ]y n y n N y n Nτ τ      = + = −  (33) 

                     

[ ] [ ] [ ] [ ]
n

A k ACF k y n y n ky

+∞

=−∞
= = −∑       by definition. (34) 

                     

Then 

 

A k N ACF k Nyτ τ      − = −  
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                 [ ] ( )
n

y n y n k Nτ

+∞

=−∞
  = − −∑  

                 [ ]

n

y n y n k Nτ

+∞

=−∞
  = − +∑  

                 [ ]

n

y n y n N kτ

+∞

=−∞
  = + −∑     

 

 

(35) 

 

Substitute (33) in (35), then, 

( )
n

A k N y n N y n N kτ τ τ

+∞

=−∞
          − = + + −∑  

Let n Nρ τ= +  

So as n →±∞  ;   ρ→±∞  

Then let us substitute   ρ in (36), we get (37). 

[ ] [ ] [ ]A k N y y k
ρ

ρ ρτ

+∞

=−∞
⇒ − = −∑ , 

(36) 

 

 

 

(37) 

which is exactly [ ]yACF k . 

 

 [ ] [ ]
n

A k N y n y n kτ

+∞

=−∞
  ⇒ − = −∑  

                              [ ]ACF ky=   

⇒ [ ] [ ]A k N A kτ− = , 

 

 

 

(38) 

which is the definition of periodicity of a function. 

 ⇒ A is periodic with period Nτ  corresponding to τ . 

⇒  ( ) ( )A t ACFy τ=  is periodic with period τ , which is the period of  ( ).y t                                                                                                                                                                                                    
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Hence, in order to calculate the period of the signal y, we calculate the distance between 

two consecutive maximum peaks in the ACF. However, for the ACF to reveal this inter-

maximum-peak distance, we need a minimum set of sample points (n) out of the whole 

signal y[n], which is made of N+1 samples. This minimum set of sample points is what we 

express in (25) as L. The choice of L is dependent on the application. In the example we 

give above, L=6 is enough since it requires only 6 sample points to get two maximum 

peaks and find the period. Hence in cases of a continuous signal (like signals coming from 

sensors for a long period of time) the value of L gives us a clear idea about the minimum 

time chunk of the signal that we need to send to the biochip for analysis, i.e. the size of the 

chunk of sample points that needs to be stored on the storage chip just before being read by 

the ECG biochip (as shown in Figure 13). 

Indeed, if we run the autocorrelation over the whole sample (i.e. k runs from 0 to N), then 

this would reveal many periods. However, since the time constraint is a very important 

factor and since the power consumption is a very important factor, then minimizing the 

number L is of interest for the HW/SW Codesign process (discussed in Chapter 5), 

especially that the function we are processing (ACF) has many multiplications, i.e. 

consume a significant number of clock cycles in the core. 

Although we know how to get the period from ACF inter-maximum-peaks, it is important 

to set a threshold to find the peaks. However, to set thresholds in a method, where we do 

not take a peak to be a maximum by mistake is dependent that the difference between the 

maximum peak and the other ACF peaks is significant. This is a very important step we 

have to solve. One solution is to transform the input signal y to a signal, whose peaks are 

exaggerated and whose small values are made nearer to zero as illustrated in Figure 24. At 

the same time, we need to run this transformation without adding a high number of 

multiplications or arithmetic operations in general since in the end we care about a SW 

algorithm that fits with the HW/SW Codesign.  

 

 

Figure 24. Illustration of the step between the filtered signal and its ACF. 
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In this respect, the derivative function is the best function we can run that can aid the 

purpose of increasing the signal peaks and at the same time not consuming a lot of 

arithmetic operations that may tire the system in time and power. Therefore, after reading 

the data chunk of the signal y with samples from the memory, a very helpful step is to 

calculate the derivative of the signal y(t).  For our solution, we need to express the 

derivative in terms of n.  Thus we approximate the derivative as follows: 

 

( )
[ ] [ ]

( )
[ ] [ ]

1
1

1
y y n y n

t y n y n
n nt

∂ + −≈ = + −
+ −∂

 (39) 

 

With this derivative, when there is a peak it will be increased with relative to the samples 

before it, and if the value of y[n] and y[n+1] are near to each other (i.e. no peaks) then the 

difference will look relatively smaller on the new derivative graph. To further illustrate the 

relative increase in the peak values, look at the signal in Figure 25-a and its derivative in 

Figure 25-b. 

We also can simply prove that this process of derivative calculation would not affect the 

periodicity as we show in (40). 

 

For a periodic signal y(t) with period T, then 

Let   ( ) ( )
y

D t t
t

∂=
∂

 

 

 

(40) 

Then,  

( ) ( ) ( ) ( ) ( )

( ) ( )

0
y y y y

D t T t T t T t
t t t t

y
D t T t

t

∂ ∂ ∂ ∂+ = + = + = +
∂ ∂ ∂ ∂
∂⇔ + =
∂

 

Substituting (40) in (41), then 

 

 

(41) 
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( ) ( )D t T D t⇔ + =  

D⇒  is periodic. 

(42) 

 

In (42) we can read that the derivative, D(t) of a periodic function with period T, is also 

periodic, and its period is also T. 

Therefore, we adopt this solution of calculating the derivative of the filtered signal, and 

then we apply the ACF over the derivative. In this way, we guarantee that the signal is 

periodic. Then, the same period is carried in the derivative of the signal, and we guarantee 

that the calculation of the ACF of the derivative will give clearer peaks.  

It is worth mentioning that when it comes to the HW/SW Codesign, we keep in mind using 

this mathematical solution within a range that is not beyond the capabilities of the HW 

architecture within the knowledge of the constraints, and allows for flexible testing during 

the Codesign process so that we can find, after a few iterations, the best suitable numbers 

for the SW, HW, and the application. In our ECG analysis case we use an autocorrelation 

function (ACF) to calculate the heartbeat period without looking for R peaks. Then, we 

can restrict our analysis to a time window equal to the period and detect all peaks. 

Designing an algorithm should be done with a look at the SW component. Although 

potentially more accurate, our algorithm incurs a higher computational complexity: 3.5 

million multiplications, which have been reduced to 1.75 million through a number of code 

(SW) optimizations. In this respect, we also keep in mind that this algorithm SW 

implementation will run over a special HW. Thus, the single-chip multiprocessor 

architecture that will be selected for the practical implementation of the algorithm will 

provide the scalable computation horsepower needed for the highly accurate ECG analysis 

that we are targeting (which we discuss more in Chapter 5). The autocorrelation we use, as 

shown in (25), has a certain number of Lags (L) to minimize the computation for our 

specific application as discussed below. We validated our algorithm over several medical 

traces [133][142]. 

We run the experiments for n = 1250, 5000 and 50,000 relative to the sampling frequencies 

of 250, 1000, and 10,000Hz, respectively. In order to minimize errors and execution time 

we use the derivative of the ECG filtered signal since if a function is periodic then its 
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derivative is periodic. Hence the autocorrelation function of the derivative can give the 

period as shown in Figure 25. In order to be able to analyze ECG data in real-time and to 

be reactive in transmitting alarm signals to healthcare centers (in less than a few minutes), 

a minimum amount of acquired data has to be processed at a time without losing the 

validity of the results.  

For the heart beat period, we need at least 3.5 seconds of ECG data in order for the ACF to 

give correct results. In some experiments, we used 4 second chunks to be more on the safe 

side of analysis; hence this chunk period is a SW parameter that will prove important in 

the HW/SW design later in the coming chapters. 

The autocorrelation function is deployed within the algorithm shown in Figure 26, which 

computes the required medical parameters: heart period, peaks P, Q, R, S, T, and U, and 

inter-peak time spans. Peak heights and inter-peak time ranging outside normal values, 

which indicates different kinds of diseases, are detected with our algorithm. From a 

functional viewpoint, the algorithm consists of two separate execution flows: one that finds 

the period using the autocorrelation function (process 1 in Figure 26), and another one that 

finds the number, amplitude and time interval of the peaks in the given 4-second or 3.5 

second ECG data (process 2 in Figure 26). In process 1, we firstly find the discrete 

derivative of the ECG signal. This will not affect the analysis since the derivative of a 

periodic signal is periodic with the same period. The advantage of taking the derivative, 

and thus adding some overhead to the code, is that the fluctuations taking place in the 

signal and especially those around the peaks would be reduced to a near-zero-value. 

Moreover, performance overhead associated with derivative calculation of the ECG signal 

is negligible compared to the rest of the algorithm, especially the autocorrelation part.  

Finally, if the original signal is periodic, then the autocorrelation of the derivative of the 

signal is periodic as we prove above, with the same period as that of the original signal 

under test. In process 2, a threshold is used to find the peaks. This threshold was 

experimentally set to 60% of the highest peak in the given search interval. 
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(a)  

(b)  

(c)  

Figure 25. Heart period analysis: (a) ECG signal peaks P, Q, R, S, T, and U; (b) derivative amplifying 
R peaks; (c) autocorrelation of the derivative characterized by significant periodic peaks having the 

same value as the period of the ECG signal in (b) and thus (a). 
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Our proposed ECG-analysis algorithm was conceived to be parallel and hence scalable 

from the ground up. Since each lead senses and analyzes data independently, each lead can 

then be assigned to a different processor. So, to extend ECG analysis to 15-lead ECG or 

more, then what is required is to change the number of processing elements in the system. 

Alternatively, more leads can be processed by the same processor core provided the real-

time requirements are achieved. In the end, we design this algorithm to run on parallel 

processors, where every lead can be analyzed separately and the analysis results of each 

lead would be saved in one file. Then, a global 12 lead analysis can be run over all leads. 

 

 

Figure 26. The Autocorrelation function-based method for ECG analysis. 

 

3.4. ECG Analysis Using the FFT-Based Algorithm 

We investigate algorithm optimization before going to the HW design in Chapter 5. 
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retaining higher accuracy than the Pan Tompkins, we revert to the Fast Fourier Transform 

(FFT) algorithm to minimize the number of computations needed to estimate the 

autocorrelation coefficients. The FFT-based algorithm still uses the autocorrelation 

concept after it proved being efficient in terms of percentage of error, but we used a 

different approach to calculate it based on a mathematical property. This different 

approach relies on the calculation of the Fast Fourier Transform (FFT) of the signal or the 

FFT of the derivative of the signal. The autocorrelation is expressed by the following 

equation (25), and this expression can be seen as a convolution as in (43). 

[ ] [ ] [ ]*xR k x k x n k= −  (43) 

 

Taking (43) to the Fourier domain we get (44). 

 

[ ]{ } [ ] [ ]{ } [ ] [ ] [ ]2*xDFT k DFT x k x N k X k X N k X kR = − = − =  (44) 

 

Hence to get the autocorrelation function we take the FFT of the signal X[k] (we use FFT 

to calculate the DFT), then square it and take the inverse FFT (IFFT) to get the ACF 

function. This method will yield a big reduction in the running time and complexity.  The 

logic of the code implementation is discussed in Appendix 2. In our implementation of the 

FFT algorithm, data are read from the ECG signal with a specified sampling frequency 

into a buffer with a limited buffer capacity of 3.5-4 seconds. Then, we differentiate the 

resultant signal so as to enhance its shape. Only the first quarter of the differentiated 

samples will be used as an input into the FFT block. This technique allows us to save time 

and unnecessary calculations while still getting to similar results. The differentiated data 

need to be reordered so that they are correctly used as an input to the FFT block.  We 

perform decimal to binary conversion of the indices of the elements in this array, then 

reverse the bits of the binary representation of those indices, then perform binary to 

decimal conversion of the result to get the reordered indices. By correctly applying the 

butterfly method of the FFT and using the twiddle factors at every stage, FFT data are 

calculated. The algorithm uses two ‘For’ loops, the outer loop loops log (N/4) times 



Novel ECG Algorithms for HW/SW Codesign  

 

65 

(which represents the number of stages in the butterfly diagram), where N is the number 

of samples increased to the nearest power-of-2 value. The other loop loops N/4 samples, 

since at every stage; N/4 FFT values are calculated. We finally get the FFT data in the last 

stage. Although the FFT-based algorithm results are faster to compute, we observe a loss 

in the quality of the output autocorrelation plot in the end, i.e. the autocorrelation function 

coefficients (which is the final plot in both FFT-based and ACF-based algorithms) are not 

as accurate as the ones described in our ACF-based Algorithm, hence we win on 

computations and lose on accuracy (Figure 27).  

Performing this same operation on different cases, we deduced that the peaks resulting 

from the FFT method yielded same results (same period) as with the direct method to 

calculate the ACF but we had a little difference between the data resulting from the 2 

methods; the second peaks for the FFT method were lower in amplitude relative to the 

maximum at the origin than those for the direct method, which will require more accurate 

threshold for the FFT case as shown in Figure 28, and we discuss this in section 3.5. 
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Figure 27. Autocorrelation data from the FFT-based algorithm. To get the heart period from this data, we take the 
peak at the origin and the next peak and then subtract the indices and divide by the sampling frequency. 
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We can see from the autocorrelation of the FFT function that the peaks are not as clear as 

in the ACF based algorithm. 

3.5. ECG Analyses-Algorithms Comparison 

The distinctive features of the aforementioned algorithms with respect to the traditional 

Pan Tompkins algorithm will be highlighted. We aim at proving user-perceived practical 

advantages of deploying more computation-demanding algorithms, and therefore the 

advantages that MPSoC technology can bring to the ECG domain in view of its scalable 

and energy efficient computation horsepower.  

3.5.1. Comparison between Pan-Tompkins and the ACF Methods 

We compare the Pan-Tompkins algorithm with both the ACF-based algorithm and the 

FFT-based algorithm since both of our novel algorithms use the idea of calculating the 

autocorrelations points to find the period. Although the Pan Tompkins algorithm 

(discussed in chapter 2) consumes many computations, it is quite fast since it detects 

slopes and amplitudes, however, to compare its efficiency and applicability we ran it over 

the standard MIT/BIH arrhythmia database [133].  

In this respect our ACF based solution ran all the MIT/BIH arrhythmia data base cases 

without any failure, and it detected the heart period with an average percentage error of 

3%. The error was calculated as discussed in the case studies below. However, when we 

ran the Pan-Tompkins implementation, we found out that the Pan Tompkins fails and may 

lead to erroneous results. We list below two cases of the MIT-BIH arrhythmia Database 

which failed (with a high percentage error) when using the Pan-Tompkins solution, while 

our solution showed a much better performance. 

Moreover, looking at the Pan Tompkins algorithm discussion in Chapter 2, we realize that 

the human factor plays a role in the choice of thresholds and the relations therein. 

 

3.5.1.1. First Case for the Pan-Tompkins Algorithm Failure 

The first case when the Pan Tompkins algorithm fails is when run on RECORD 217 

(Male, age 65) data taken from Lead II [133]. The trace characteristics are: paced beats, 
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pacemaker fusion beats, and normal beats. The period using the eyeballing techniques, 

the Pan Tompkins algorithm and our ACF-based solution are 0.5361 seconds, 0.8722 

seconds, and 0.5500 seconds, respectively. The eyeballing period was calculated from the 

first 2 R-peaks of the ECG data. The error when using the Pan Tompkins solution (which 

is the difference between the periods calculated in Pan Tompkins and Eyeballing divided 

by the Period using the eyeballing technique) is: 62.7%. Although it converges in a similar 

time as our ACF solution (<3.5s), but the results can be devastating for a patient. In the 

ACF case the error (which is the difference between the periods calculated in ACF method 

and Eyeballing method divided by the Period using the eyeballing technique) is only 2.6%, 

which is acceptable and still gives the physician a good margin to choose the right disease. 

 

3.5.1.2. Second Case for Pan-Tompkins Algorithm Failure 

The second case when the Pan-Tompkins algorithm fails is when run on RECORD 208 

(Female, age 23) data taken from Lead II [133]. The trace characteristics are: ventricular 

couplets. The period using the eyeballing techniques, the Pan Tompkins algorithm and our 

ACF-based solution are 0.6111 seconds, 0.2583 seconds, and 0.6556 seconds, respectively. 

In this case, the error using the Pan Tompkins solution is: 57.8%, and the nurses and 

medical team can easily realize the advantages of our HW/SW solution that can give more 

accurate results than the nowadays solutions and can converge in real-time to the solution. 

The reason for the failure of the Pan Tompkins solution is that due to its afore-discussed 

algorithm, it tries to find correct thresholds that finally depend on the human choice. 

Moreover, it detects amplitude peaks, i.e. when the T and R waves are near, like the case 

of R-on-T phenomenon, the Pan Tompkins can not differentiate the R from the T and an 

R-T interval will be confused to be considered as an R-R interval, as revealed by the tests. 

However, using our ACF based SoC solution, we minimize the number of computations 

(although in millions) to suit the HW/SW co-design and find a method that takes the time 

axis as its point of reference and looks at the periodicity, accordingly, we detect the period 

first, without a need for a threshold for the amplitudes. 

Comparing our solution with that of the widely used Pan Tompkins shows that we do not 

waste any power or time on looking for thresholds, but rather use a concrete form of ACF 

and autocorrelation-derivative to find if the heart is periodic, and we calculate the period 
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immediately through the ACF. In this way, we leave no space for failure since we simply 

do not look at the amplitude axis. At the same time, we are able to design the hardware 

MPSoC that can cope with the required software and algorithm.  

Therefore, the biomedical advantages that both our algorithms (ACF-based and FFT-

based) have with respect to traditional solutions are mainly: (1) eliminating failure in 

calculating the heart period since we use a time based autocorrelation instead of using 

human-chosen thresholds, (2) ability to learn about all the heart activities since even if the 

Pan Tompkins gave a good detection, it already filters out the P and T waves, (3) ability to 

detect more diseases, (4) increased accuracy by increased sampling frequency, and (5) 

better scalability and parallelism.  

3.5.2. Comparison between the ACF-Based and the FFT-Based Algorithms 

Both the ACF-based algorithm and the FFT-based algorithm share the aforementioned 

advantages over the Pan Tompkins; however, we also can look at the medical implications 

when comparing the ACF-based algorithm with the FFT-based algorithm. In this respect, 

the FFT-based algorithm gives a faster result than the ACF-based algorithm, but it may not 

be as accurate, since the peak of the autocorrelation coefficients is surrounded by many 

similar peaks which are shown in Figure 28 and Figure 29.  

Performing this same operation on different cases, we deduced that the peaks resulting 

from the FFT method yielded same results (same period) as with the direct method to 

calculate the ACF but we had a little difference between the data resulting from the two 

methods; the second peaks for the FFT-based method (Figure 28) were lower in amplitude 

relative to the maximum at the origin than those for the direct method (Figure 29). Hence 

they require more difficult thresholds choice for the FFT case. From a computation 

viewpoint, both the ACF direct method and the FFT method are clearly more demanding 

with respect to the Pan-Tompkins.  
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Figure 28. Period detection using FFT-based algorithm to calculate the autocorrelation coefficients. 

 

 

 
Figure 29. Period detection using the ACF-based direct method to calculate the autocorrelation coefficients for 

the same patient data presented in Figure 28. 
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The relative decrease of complexity that the FFT method is able to provide in the 

computation for our specific algorithm and SW design (in SW layer, i.e. dependencies and 

specs) of the autocorrelation function is well documented in Figure 30, where the effect of 

input data (N) on the number of algorithm multiplications is illustrated. 

 

 

 

Figure 30. Number of multiplications for the direct ACF-based method, and the FFT-based method for our 
biomedical algorithm. The number of multiplications for the ACF-based method  is O(N2), and the number of 

multiplications for the FFT-based method  is O(Nlog2N), 
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Chapter 4  

Inter-Multicore-Chip Communications 

“You can't cross the sea merely by standing and staring at the water.” 

 Rabindranath Tagore (1861-1941 A.D.) 

 

This chapter looks at the multicore chip as a small node in a larger network, 

where communications occur in order to transmit and receive the biomedical 

messages related to the biomedical analysis. In other words, in order to make 

use of our solution and algorithms, we can not just stand at the point of the 

HW/SW codesign, but also relate this biochip to a larger network able to carry 

the life-critical results. Hence, the chapter looks at the MPSoC as a network of 

multi-processors (or NoC) within a wider area network. Section 4.1 discusses 

fitting the MPSoC Solution in the big picture solution shown in Figure 11 and 

Figure 12. In Section 4.2, we present the work on external network-on-chip 

communications. In subsection 4.2.1, we present the principles for an external 

network-on-chip communications protocol, the ENoP. Subsection 4.2.2 

elaborates on the algorithms for inter-NoC communications. In section 4.3, we 

present the simulation environment.  Section 4.4 summarizes the chapter. 

 

4.1. Protocols for Fitting the MPSoC Solution in the Big Picture Solution 

In order to fit the biochip solution which will run the aforementioned biomedical algorithm 

we also stretched the thinking for when more than one biochip is needed.  Hence, we 

looked at the biochip with multicore (MPSoC) as a network (on-chip network) within a 

network (communications network). Hence the idea of NoC best suits the solution when 

we look at the biochip as part of the global solution shown in Figure 12. However, NoC 

still faces some challenges [178]. In Telemedicine, care-links require a good quality link 

and communication path [78]. This may require more than one inter-connected NoC. One 



72   Chapter 4  

  

challenge will be to enable the interaction between many different NoCs. To succeed, we 

introduce the notion of NoC as an Autonomous System (NAS) [74]. The result is a reliable 

protocol for a biomedical chip, which we refer to as biomedical network-on-chip 

(BIONoC). This protocol aids BIONoC communications at the point of need (Figure 11 

and Figure 12). Since a common protocol is required to establish multi-NoC 

interoperability, we define a mechanism to enable many NASs to interact together. We 

look at the NoC as a system of reference and as a basic building block in the multi-NoC 

interconnects environment. Each NoC is a self-governed system with its private internal 

policies that are designed and implemented by the manufacturer. We model this system as 

the NAS. Figure 31 shows a general NoC that can be connected to another NoC via two 

lines. These lines are connected to two Boundary Cores (BCs) inside the NAS. In order to 

allow for internal and external communications we create two protocols, namely the 

External NoC Protocol (ENoP) for inter-NoC communications and for communicating 

between a NoC and another end point (like sending the ECG analysis results to the medical 

center), and the Internal NoC Protocol (INoP) that aids the ENoP in transmitting messages 

coming from outside the NAS/NoC to reach the destination core inside the NoC. 

 

 

 

 

Figure 31. NoC as an autonomous system (NAS). A basic block for inter-NoC communications. BCs Run the 
ENoP on the external NoC link and INoP on the internal link. 

 

A core is a set of internal NoC components physically connected to serve a set of services. 
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General 

NoC  

NAS 

External 

Environment 

NAS 

boundary 

BC 

BC 



Inter-Multicore-Chip Communications  

 

73 

32). The logical NAS entity enables us to define internal and external logical policies. 

This is a crucial step in managing networked systems since without the presence of well 

designed and defined logical policies; problems in scalability and interoperability arise. 

The NAS defines a logical boundary (see Figure 31) around the NoC separating internal 

NoC policies from external NoC policies. However, these policies are not totally separated 

as they share the BCs. Boundary Cores run the Inter-NoC protocols on the external 

connection and the Intra-NoC protocol on the internal connections. A NAS that is 

interconnected to more than one NAS at the same time is referred to as multinet-NAS, e.g. 

NAS1, NAS2, and NAS3 in Figure 32. 

 

 

 

 

 

Figure 32. Logical topology of multiple NASs of physically connected NoCs (or BIONoCs in 
emergency situation for 4 patients) that are logically interacting to provide a larger platform with 
higher capacity and more capabilities in order to serve some common application or purpose [73].  
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another in order to run further analysis via a SW that is available on the second core. For 

example, NAS1 has NAS2 and NAS3 as neighbors. In order to have reliable 

communications, we should be able to have a unique logical addressing scheme among 

NASs. Knowing that a NAS is associated with a physical NoC, this modeling inspires us to 

define a unique hardware address for each NoC, which may also reflect the vendor. In 

order to have reliable communications, we should be able to have a unique logical 

addressing scheme among NASs. Knowing that a NAS is associated with a physical NoC, 

this modeling inspires us to define a unique hardware address for each NoC, which may 

also reflect the vendor. Each NAS has its own unique address that is defined to be the NoC 

Hardware Address (NHAx, where x is an index reflecting the NAS number). This scheme 

allows two general types of communications. The first type is when a specific core p, 

wants to interact with a specific core q. The other scheme is when a core p wants to 

interact with some application in some NAS. Figure 32 illustrates both examples. In the 

first example, core p of NAS4 wants to interact with some Service, S10, on core q of 

NAS2. The source address will then be the internal address of p associated with NHA4. 

The destination address will be the ‘pointed to’ from the larger entity to the smaller entity 

as: NAS2.Core(q).S10. In this way, no mixing of addresses occurs even though two 

processors p and q may have the same internal addresses inside their respective NoCs. This 

is because the NHAx is uniquely assigned to each NoC, i.e. no two NoCs have the same 

NHAx. Industrially, this is realizable since we have many products in the market of such an 

addressing scheme. For instance, network interface cards (NICs), which have a unique 

hardware/MAC address per NIC. So, the NHAx proposition is a solution not far from 

industrial practices. The second type of communications illustrated in Figure 32 also uses 

the proposed NHAx scheme. The sending core needs to just know the address of the NAS, 

where the application resides. Core p as a sender will then just need to point to the 

destination as application A1 in NAS 1 (NAS1.A1).  It is then the job of the ENoP Border 

Core of the NAS receiving the messages to deliver them to the INoP, which routes them to 

the core running the application. Although some networking fields have developed some 

solutions for problems that may seem similar like Wireless Sensor Networks (WSN), and 

the Internet, a thorough look at the inter-NoC communications gives insight to the 

differences between the problems and solutions we present and the already existing ones. 

One of the main differences between inter-NoC platforms and wireless sensor networks is 
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that in inter-NoC communications the main unit of reference is a NAS containing a set 

of cores, while in WSN the main unit of reference consists of one core (usually containing 

one low power processor) [19]. Hence, in WSN, we do not care about internal routing in 

the sensor. In our solution the ENoP depends on information from the INoP to be able to 

send this information out of the NAS. What we share with WSN is the fact that the NASs 

(unit references) could be connected with a large variety of topologies; hence there is a 

need for topology discovery. This need is a common issue, but building protocols to 

address this need differs as we depend on some internal information from the NAS (NoC). 

On the other hand, when we compare our problem with that of the large scale networks 

like the Internet, then the issue of power consumption is a main difference. In the Internet 

we would not care when building and external autonomous system protocol if it would 

consume a lot of power or not. However, in building ENoP this is a critical issue. 

Moreover, ENoP is more sensitive to delays, as in NoCs we work with the nanosecond 

scale in comparison to the microsecond scale in large computer networks. In addition, 

since NoCs may be labeled by the application they run when made by some vendor, we 

realize a need to address an application in an inter-NoC platform. Hence, we designed the 

core-to-application interaction scheme, which we describe above. This mechanism does 

not exist in large-scale computer networks.  

4.2. Inter-NoC Communications 

Each of the Inter-NoC and intra-NoC mechanisms can have many protocols. We are not 

aware of any such solutions for NoC, and thus we developed our External NoC Protocol 

(ENoP) and Internal NoC Protocol (INoP). We anticipate that ENoP and INoP would be 

the trigger for the evolution of many other protocols for inter-NoC and intra-NoC 

communications. A major principle in inter-NoC communications when connecting two 

NoCs is to physically connect them via two links: a Main link, and a Backup link [75][82].  

We do so in order to have redundancy so that we have a more fault tolerant system. In 

other words, if one of the links fails we have another backup link so that inter-NoC 

communications continue. The core connected to the Main link between two NASs is 

called the Main Border Core (MBC). The core connected to the Backup link is called the 

Backup Border Core (BBC). Figure 33 shows two connected NASs illustrating the concept 
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of Main and Backup links. In this paper, we focus on the basic ENoP algorithms as an 

introduction to a novel approach for Inter-NoC communications. 

 

 

 

 

Figure 33. Two NASs interconnected using via a Main link and a Backup link. The choice of which connection 
will be the Main and which will be the Backup is made by the ENoP. Main and Backup connections may be 

wired or wireless. In Wireless Inter-NoC communications, each of the Main and Backup uses a different 
frequency channel to avoid collision. 

 

 

4.2.1. ENoP Principles 

The first ENoP principle is the initialization and neighborhood discovery. After a NoC 

turns on and stabilizes internally (which is taken care of by the INoP), the ENoP starts by 

checking whether this NoC is interconnected to one or more NoCs. Hence, ENoP initiates 

a NAS Neighbor Discovery (NND) algorithm, which is illustrated in Figure 34. The ENoP 

main algorithms are [79]: 

 

1. NAS Neighbor discovery (NND) 

2. NoC Authentication (NoA) 

3. Message Format Agreement (MFA) 

BBC of NAS1 

Main 

Backup 

   NAS1 

core p 

   NAS2 

core q 

MBC of NAS2 

BBC of NAS2 

MBC of NAS1 
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4. Global NAS Timing and Synchronization (GNTS) 

5. External routing information exchange rules 

 

In this thesis we focus on the NND algorithm as the neighbor NoC discovery constitutes 

the main event to be established before our biomedical applications starts. The other five 

algorithms can be simply simulated as messages transferring information in bits between 

the interconnected NoCs to agree on communications basics like message size. 

4.2.2. Algorithms 

Before NASs can interact, they must discover the NAS topology they belong to. ENoP is 

designed so that a NAS will automatically interconnect to another NAS or more. Hence 

some security issues arise. We are aware of the importance of security, but we do not 

investigate it in this thesis work. In this thesis we present when authentication shall 

happen, and that is after NoC neighbor discovery directly. The NND sends a probe 

message on its Main and Backup links to check if it is connected. To avoid collision with 

an incoming probe from a connected NoC, the NND waits for a random period of time 

before it sends the probe. This operation is repeated for a maximum number of times 

(N_MAX; line1, Figure 34), which is decided by the vendor. If, after N_MAX probes, 

there was no reply, then the NND considers that it is not connected to any NAS. By using 

random periods for the waiting time values we minimize the probability of collision in the 

situation when both interconnected NASs probe each other on the same line at the same 

time. NND considers the time of transmission, propagation, and processing of a probe 

message to be TS. Hence before it decides to probe again it waits a satisfactory period of 

3TS (line 12, Figure 34). This period is more than the round trip time required for a probe 

to be sent and its reply to be received. This NND probing is done on both cores of the 

NAS, the MBC and the BBC. After probing and discovering the existence of a neighbor, 

connection is labeled as established. Then, the NND tries to authenticate this neighbor with 

a private key. Different NoCs may have different message formats and sizes. Hence, the 

message size and format should be agreed upon before ENoP starts sending inter-NoC 

traffic.  
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The most important parameter for message format agreement is the message size. We 

implemented this in our experiments using the minimum function min(x,y), which returns 

the minimum of x and y, as shown in (35). 

 

M_size(NAS ;NAS ) = (M_NAS , M_NAS )
i i i i+1+1

min  (35) 

 
 

 

The ENoP goes through synchronization with the neighbors to be able to have snapshots of 

application states in case of failure so that these snapshots can be used. 
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Probes = N_MAX 

Probe_Reply = 0 

True = 1 

False = 0 

i= 0 

Time_Slot = TS 

PROBE_PACKET_Size = PS 

While N_Probes < Probes do 
    Get Random Non-zero-Digit  (RANI) 

    Wait for RANI*TS 

    Send (NIF=my_NIF, PROBE_PACKET(PS)) 
    Wait for 3*TS 

    If Probe_Reply = True 
        Send (NIF=my_NIF, NHA(my_hardware_address)) 
        Wait for 3*TS 
         If Response = True 

         i = i + 1 
         NHAi = Read-NoC-Hardware-Address(i) 
         Check_Authenticity (NHAi) 
         If authentic(i) = True 
             MFA(i)     
             Synchronize(i) 
             Main_Backup(i) 
If Probe_Reply = False 
       Then N_Probes = N_Probes + 1 

  

Figure 34. NND algorithm discovering and authenticating a neighboring NAS then deciding the message format, 
synchronizing and choosing which link is Main and which is Backup [79]. 
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We also ran a simulation for these protocols for a NoC that can be used or emergency 

cases. This sample is shown in Figure 35. This NoC may have different cores, some of 

which are connected to biomedical sensors and others that can run Speech recognition in 

order to check the patient’s voice. One core can run a Digital Image Processing for 

medical images, and we have other memory cores. We also add an RF DSP part that can 

be left for wireless communications as proposed in [71][70]. 

 

 

 

Figure 35. BIONoC design for the emergency case monitoring example. 

 

4.3. The Simulation Environment 

We ran a NAS topology simulation (using C++) for a medical emergency scenario, which 

we borrowed from biomedical scenarios using wireless Main and Backup links (with µs 

delays for IEEE802.11g transmissions at 54Mbps).   

The simulator environment is shown in Figure 36, where the scenario runs 

communications between cores on 3 connected NoCs. Table 1 shows the results of 

simulation for only two interconnected NoCs. 

These delays are used later to see how much margin is needed after the real time analysis 

of the ECG data in the multicore NoC.  
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Table 1. BIONoCSim++ results for real scenario of a two BIONoC sensor network 

Scenario 
Time 

(ms) 

Node of Alarm 

signal 

Emergency 31.71  On patient 

Emergency 31.66 On patient 

Emergency 31.30 On patient 

Emergency 9.35 In equipment 

Emergency 9.57 In equipment 

 

 

 

 

Figure 36. WNoCs simulation environment. Each NAS corresponds to a WNoC with 16 cores as described in 
Figure 35. The numbers over the nodes reveal the hardware address of each core of the 16 cores of the BIONoC 

shown in Figure 35. The MBCs and the BBCs run IEEE802.11g at 54Mbps. 

 

 

The scenario for the emergency situation considers NAS1 to be wearable on the patient 

with its biomedical sensors connected to the patient. NAS2 (the middle WNoC in Figure 

36) interconnects to the WNoC on the ambulance, and hence it is not self powered but 

rather uses the power input from the ambulance battery. The reason for this is that decision 

on calling the nearest available medical crew consume a lot of calculation and power. 

Therefore, we use the middle WNoC (NAS2) to make warning decisions to the medical 

team. However, the wearable WNoC is the decision maker if the patient requires direct 

care from the medical team. Consequently, NAS1 informs NAS2 that there is a need to 

NAS1 NAS2 NAS3 

MBCs 
IEEE802.11g 

MBCs 
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route the warning signal to the nearest medical staff member via the suitable wireless 

channel chosen by NAS2. The third WNoC (NAS3) is given the task of deciding the best 

connection to the home healthcare center, i.e. it will run checks to find the best link quality 

from delay and packet loss points of view. Hence, on one end NAS3 connects to NAS2, 

and on the other end NAS3 connects to a long distance center (to a healthcare-center or 

hospital) via a commercially available communications link (Internet, Satellite, 3G, or 

GPRS, etc).  NAS3 is also powered by the vehicular ambulance available. We simulate 

this scenario with three BIONoCs (Figure 36). Our simulations showed that the NoC 

discovery time is in milliseconds for the wireless link example of 54Mbps IEEE802.11g. 

As time here is a crucial parameter, we focus on looking at the time values for a “spread” 

of critical alarm from the moment that a calculated biomedical parameter (like a heart 

period failure) was sensed. The response time of the system was satisfactory from a 

medical point of view. Since warnings will be only generated from NAS1, we ran 

simulations that generate warnings from NAS1 only. The cores that are able to generate a 

warning on NAS 1 are cores 9, 10 and 13, which correspond to the decision making core, 

the speech recognition core, and the vision core.  

The Decision making core decides based on the history of the monitored data. 

Nevertheless, in some cases the vision core or the speech core realize a critical case and do 

not waste time to send data to the decision making core, but rather send a global warning 

signal. An example of such a case where the speech signal recognizes a critical case is the 

snoring of a patient that may lead to suffocation while sleeping, especially if the patient 

was suffering already from a sleeping disorder or chronic disease. 

 

Table 2.  BIONoC simulation results oxygen level sensors of the environment shown in Figure 36 

Convergence 

time (ms) 
Node of Alarm signal 

13.69 9; NAS1 

13.69 10; NAS 1 

13.53 13; NAS 1 

7.46 25; NAS2 

7.46 26;NAS2 

7.30 29;NAS2 
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4.4. Summary 

The biomedical algorithms and SW analysis carried out so far prove the improvements to 

abnormalities detection that heartbeat analyzers can enjoy. Our work is a first step in the 

direction of a full exploitation of MPSoC technology for this purpose, because a SW needs 

to be implemented before fitting later on the HW in the Codesign process. In order to 

better highlight the potential performance achievable with our SW, we coded and mapped 

the most computation-demanding ACF-based algorithm on a single PC first and on 

multiple PCs, and then we go a step further where we map it on an MPSoC platform in 

what follows in this thesis. With respect to the ECG algorithms discussed, we illustrate 

HW/SW design space exploration in Chapter 5 trying to move from algorithm-specific 

insights to general purpose indications for platform tuning. On the other hand, we 

presented algorithms to fit the biochip in a larger network and we, therefore, proposed the 

notion of a NoC as an autonomous system. We further developed this concept to design 

relative protocols for internal and external NoC communications.  
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Chapter 5  

MPSoC Hardware-Software Codesign 

 

“There's a way to do it better - find it.” 

Thomas A. Edison (1847 – 1931 A.D.) 

  

 In this chapter we go through the steps of the Design Space exploration and HW/SW 

Codesign for the MPSoC for ECG analysis. Section 5.1 introduces the need of MPSoC for 

such a solution. In section 5.2 we discuss the processing cores. Section 5.3 compares 

floating point and fixed point SW code for the ACF-based algorithm. Comparison 

between the computational resources of ARM TDMI and ST220 is elaborated with 

experiments in Section 5.4. Section 5.5 illustrates the experimental environment and 

MPSoC architecture for the solution. Hardware parallelism is discussed in section 5.6, 

where we elaborate the experiments, results, and scalability of the MPSoC solution. In 

section 5.7 we compare the solution with the state of the art in the market and in the 

research. Section 5.8 provides a sum up of the HW/SW Codesign work for the MPSoC. 

 

5.1. Introduction  

The main challenge in the 12 lead ECG application and algorithms (discussed in Chapter 

3) arises from the high computational demand for processing huge amounts of ECG data in 

parallel, under stringent time constraints, relatively high sampling frequencies, and life-

critical conditions [79][81]. The challenges become even more complex when the patient 

is mobile and remotely monitored (as in cases of homecare and emergency at the point-of-

need as discussed in section 3.1) [68], because state-of-the-art biomedical equipment for 

heart monitoring lack the ability to provide large-scale analysis and remote, real-time 

computation at the patient’s location. Unfortunately, limited processing power and tight 

power budgets of Holter devices have traditionally limited their functionality to data 

acquisition and recording of full ECG traces or abnormal events. Record analysis and 

diagnosis are performed offline at the medical center. Remote real-time ECG monitoring 

through dedicated telemedicine links necessitates the transmission of huge amounts of life-
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critical data over a communication link to a large set of computing devices on another 

location [31]. In cases of mobile patients ([81]), this requires a 100% functional always-

ON wireless connection since losing a few heart-beat data may be life threatening. 

The recent advances in silicon integration technology are paving the way for real-time 

ECG monitoring and analysis, thus allowing to promptly react to life-threatening heart 

malfunctions and to relax the requirements on telemedicine links. In particular, boosting 

clock frequencies of monolithic single-core microprocessors has clearly reached a point of 

diminishing returns and in the next few years performance gains will mainly come from an 

increase in the number of processor cores per chip. Although evidence of this trend is 

unmistakable in the domain of high-end microprocessors [182], the need to optimize 

performance per watt is likely to lead even portable devices to deploy multiple processor 

cores operating in parallel at lower clock speeds. Scalable chip multiprocessing is therefore 

emerging as a major design paradigm shift to provide scalable computation horsepower in 

a power efficient fashion. On one hand, this trend is accelerated by the stringent demands 

posed by increasingly complex software applications, but in turn it will force to radically 

revise programming models. 

Heart activity monitoring and analysis provide a promising application domain for on-chip 

multiprocessor systems. The migration towards 12-lead ECG is facing computational 

challenges, especially in portable devices, where there is a need to meet tight computation 

and power budgets results in processing fewer leads. This is a limitation to the 

development of more sophisticated analysis algorithms, which are required to overcome 

the concerns posed by heartbeat analysis: physiological variability of QRS complexes, 

base-line wander, muscle noise, artifacts due to electrode motion, and patient mobility.  

To overcome the aforementioned challenges and the problem of transmitting life-critical 

data on a wireless link (that is not reliable nor secure enough), the solution is to parallel-

process the complex biomedical computations of the 12-lead ECG on a wearable multi-

core system. Hence, the solution only transmits secure remote-alarm signals and only 

reports on the results of the analysis. These result-reports, are much smaller in size (a few 

bytes) than the ECG data (in Mega bytes), and if transmission fails, they can be re-

transmitted until reception is acknowledged by the healthcare remote-monitoring center 

since they are saved on an off-chip memory for every analyzed ECG data chunk. Multi-
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Processor System-on-Chip technology provides a good mean for the proposed solution. 

It consists of an energy-efficient and scalable hardware/software (HW/SW) platform that 

can meet computation demands at an affordable power cost. In this chapter, we introduce a 

novel MPSoC architecture for ECG analysis, which improves upon state-of-the-art mostly 

for its capability to perform 12-lead real-time analyses of input data with high sampling 

frequencies, leveraging the computation horsepower and the functional flexibility provided 

by many concurrent VLIW DSPs. This biomedical chip builds upon some of the most 

advanced industrial components for MPSoC design (multi-issue VLIW DSPs, system 

interconnect from STMicroelectronics, and commercial off-the-shelf biomedical sensors), 

which have been composed in a scalable and flexible platform. Therefore, we have ensured 

its reusability for future generations of ECG analysis algorithms and its suitability for 

porting of other biomedical applications, in particular those collecting input data from 

wired/wireless sensor networks. System performance has been validated through 

functional, timing accurate simulation on a virtual platform. A 0.13µm technology 

homogeneous power estimation framework leveraging industrial power models is used for 

power management considerations. 

The first analysis was done to profile the execution of the code on the SW layer and to 

determine the best coding solution in terms of energy, execution time, and precision (in the 

HW layer). Furthermore, we have explored the design space searching for the best 

platform configuration for the 12-lead ECG data analysis. Alternative system 

configurations have been devised for different levels of residual battery lifetime, trading 

off power with accuracy. 

 

5.2. Processor Cores 

Our platform tuning effort was structured in three steps. Firstly, we determine the best 

coding solution in terms of energy, execution time and precision. Secondly, we look for 

the most efficient hardware platform configuration for the application at hand. Thirdly, we 

analyze the scalability of the platform to support future applications featuring a more 

aggressive parallelism. In doing so, we try to remove the communication bottleneck for the 

given number of processor cores; hence, we come up with a platform configuration which 

is again computation-limited. 
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5.3. SW Floating Point vs. Fixed Point Code  

We ran two different code implementations: (a) one using floating point variables and (b) 

one using fixed point integer [16]  with an exponent of 22. Figure 37 shows the results for 

the two different code implementations from time (execution time) and energy (relative) 

points of view. The ST220 processor core runs at 200MHz. We have performed the 

analysis for 3, 6 and 12 leads; furthermore we process each lead on a separate core. 
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Figure 37. Comparison between different code implementations for the analysis of the 3-lead, 6-lead and 12-lead 
ECG. Data analysis for each lead is computed on a separate processor core. Sampling frequency of input data was 

250Hz. System operating frequency was 200 MHz. 

 

 

We found that the precision of the results obtained with fixed point code, by using 64 bit 

integer data types representation, almost matches the results obtained with floating point 

code for a large number of input data traces. On the contrary, the time needed to process 

data, and also the energy required, decreases up to 5 times. This is mainly due to the fact 

that, like many commercial DSPs, our processor cores do not have a dedicated floating 

point unit. Therefore, floating point computations are emulated by means of a C software 

library linked at compile time. Figure 37 also shows that even with 12 concurrent 

processors, the bus is not saturated, since we observe negligible effects on the stretching of 

task execution times. In contrast, adding more processors determines a linear increase in 

energy dissipation. 
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5.4. Comparison between Computational Cores 

We then compared the performance of an ARM7TDMI with the ST220 DSP core, in order 

to assess the relative performance of the chosen VLIW DSP core with respect to a 

reference and popular architecture for general purpose computing, when put at work to 

process the computation kernel of our specific application. In order to have a safe 

comparison, we set similar dimensions of the cache memory (32KB) for the two solutions, 

and we run two simulations for the processing of one ECG-Lead at 250Hz sampling 

frequency. We count execution cycles to make up for the different clock frequencies. 

We adopt this single-core solution, since our first aim is to investigate the computation 

efficiency of the two cores for our specific biomedical application, and de-emphasize 

system level interaction effects such as synchronization mismatches or contention latency 

for bus access. In Figure 38, we can observe that the ST220 DSP proves more effective 

both in execution time and energy consumption, as expected. In detail, the ARM core is 9 

times slower than the ST220 in terms of execution time, and it consumes more than twice 

the energy incurred by the DSP. These results can be explained based on three 

considerations: 
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Figure 38. Comparing ARM7TDMI with ST200 DSP performances, when processing 1 Lead at 250Hz sampling 
frequency. 

 

• The ST220 has better software development tools, which result in a smaller 

executable code. The size of the executable code for the ARM is 1.7 times larger than 

that of the ST220. 
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• The ST220 is a VLIW DSP core; therefore it is able to theoretically achieve the 

maximum performance of 4 instructions per cycle (i.e., 1 bundle). 

• A metric which is related to both previous considerations is the static instructions per-

cycle, which depends on the compiler efficiency and on the multi-pipeline execution 

path of the ST220. For our application, this metric turns out to be 2.9 instructions-per-

bundle for ST220. 

 

5.5. Experimental Environment and MPSoC Architecture 

Based on previous findings in this chapter, we will adopt a HW/SW architecture consisting 

of the ST220 DSP core and a fixed point coding implementation of the algorithm for the 

experiments that follow. In order to process filtered ECG data in real-time, we choose to 

deploy a parallel MPSoC architecture.  The key point of these systems is to break up 

functions into parallel operations, thus speeding up execution and allowing individual 

cores to run at a lower frequency with respect to traditional monolithic processor cores. 

Technology today allows the integration of tens of cores onto the same silicon die, and we 

therefore designed a parallel system with up to 13 masters and 16 slaves as shown in 

Figure 39.  Since we are targeting a platform of practical interest, we choose advanced 

industrial components [119]. The processing elements are multi-issue VLIW DSP cores 

from STMicroelectronics, featuring 32kB instruction and data caches and with maximum 

clock speed of 400MHz. These cores have 4 execution units and rely on a highly 

optimized cross-compiler in order to exploit the parallelism. They try to combine the 

flexibility of programmable cores and the computation efficiency of DSP cores. This way, 

the platform can be used for applications other than the 12-lead ECG, so to make it cost-

effective. Each processor core has its own private memory (up to 512KB), which is 

accessible through the bus, and can access an on-chip shared memory (8KB are enough for 

our target application) for storing computation results, prior to swapping to the off-chip 

memory. Other relevant slave components are a semaphore slave, implementing the test-

and-set operation in hardware and used for synchronization purposes by the processors or 

for accessing critical sections, and an interrupt slave, which distributes interrupt signals to 

the processors. Interrupts to a certain processor are generated by writing to a specific 

location mapped to this slave core. The STBus interconnect from STMicroelectronics [3] 
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was instantiated as the system communication backbone. STBus can be instantiated as 

both: shared-bus or crossbar (partial or full), thus allowing efficient interconnect design 

and providing flexible support for design space exploration and for platform scalability. In 

our first implementation, we target a shared bus to reduce system complexity (Figure 39) 

and assess whether application requirements can already be met or not with this 

configuration. We then explore also a crossbar-based system (Figure 40). 

The inherent increased parallelism exposed by a crossbar topology allows decreasing 

contention on shared communication resources, thus reducing overall execution time.  In 

our implementation, only the instantiation of a 3x6 crossbar was interesting for the 

experiments. 

We put a private memory on each branch of the crossbar, which can be accessed by the 

associated processor core or by a DMA engine for off-chip to on-chip data transfers. 

Finally, we have a critical component for system performance which is the memory 

controller. It allows efficient access to the external 64MB SDRAM off-chip memory. A 

DMA engine is embedded in the memory controller tile, featuring multiple programming 

channels. The controller tile has two ports on the system interconnect, one slave port for 

control and one master port for data transfers. The overall controller is optimized to 

perform long DMA-driven data transfers and can reach the maximum speed of 600MB/s. 

Embedding the DMA engine in the controller has the additional benefit of minimizing 

overall bus traffic with respect to traditional standalone solutions. Our implementation is 

particularly suitable for I/O intensive applications such as the one we are targeting in this 

work.  

In the above description, we have reported the worst case system configurations. In fact, 

fewer cores can be easily instantiated if needed. In contrast, this architectural template is 

very scalable and allows for further future increase in the number of processors. This will 

allow to run in real time even more accurate ECG analyses for the highest sampling 

frequency available in sensors (10,000Hz, and 15 leads, for instance). The entire system 

has been simulated by means of the MPSIM simulation environment [119], which provides 

for cycle-accurate functional simulation of complete MPSoCs at a simulation speed of 

200Kcycles/second (on average), running on a P4@3.5GHz. The simulator provides also a 

power characterization framework leveraging 0.13µm technology-homogeneous industrial 
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power models from STMicroelectronics [123]. The entire system has been simulated by 

means of the MPSIM simulation environment [119], which provides for cycle-accurate 

functional simulation of complete MPSoCs at a simulation speed of 200Kcycles/second 

(on average), running on a P4@3.5GHz. The simulator provides also a power 

characterization framework leveraging 0.13µm technology-homogeneous industrial power 

models from STMicroelectronics [123]. 

 

 

 

Figure 39. Single bus architecture with STBus interconnect. 

 

 

 

 

Figure 40. Crossbar architecture with STBus interconnect. 
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We believe that for life-critical applications, low-level accurate simulation is worth 

doing, although potentially slow, in order to perfectly understand system level behavior 

and have a predictable system with minimum degrees of uncertainty. 

Each processor core programs the DMA engine to periodically transfer input data chunks 

onto their private on-chip memories. Moved data corresponds to 5 seconds of data 

acquisition at the sensors: 10kB at 1000Hz sampling frequency, transferred on average in 

319279 clock cycles (DMA programming plus actual data transfer) on a shared bus with 

12 processors. The consumed bus bandwidth is about 6Mbyte/sec, which is negligible for 

an STBus interconnect, whose maximum theoretical bandwidth with 1 wait state memories 

exceeds 400Mbyte/sec. Then each processor performs computation independently, and 

accesses its own private memory for cache line refills. Different solutions can be explored, 

such as processing more leads onto the same processor, thus impacting the final execution 

time. Output data, amounting to 64 byte, are written to the on-chip shared memory, but 

their contribution to the consumed bus bandwidth is negligible. In principle, when the 

shared memory is filled beyond a certain level, its content can be swapped by the DMA 

engine to the off-chip SDRAM, where the history of 8 hours of computation can be stored. 

Data can also be remotely transmitted via a telemedicine link. 

In the above description, we have reported the worst case system configurations. In fact, 

fewer cores can be easily instantiated if needed but this is a first un-optimized HW design. 

This architectural template is very scalable and allows for further future increase in the 

number of processors. This will allow us to run in real time even more accurate ECG 

analyses for the highest sampling frequency available in sensors. 

 

5.6. Required Level of HW Parallelism 

Now, HW/SW optimization is investigated for a multi-DSP architecture processing a fixed 

point coding implementation of the ACF-based algorithm as an effective solution for ECG 

analysis. Now the problem of finding the minimum number of DSP cores to activate for the 

application at hand arises.  
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5.6.1. Experiments Description 

We ran experiments in order to check the limits to respect the time figure of merit since our 

MPSoC is a real-time application based system. So we ran experiments to check the 

performance of each system design with increasing frequencies (up to 10 KHz). We also ran 

experiments to look for optimizing the algorithm together with the design by changing some 

algorithm parameters and looking into the overall performance of the specific biomedical 

application on each MPSoC design. We also ran experiments by distributing the application 

on different numbers of DSP cores for each design (shared bus, crossbar, and partial 

crossbar). The results of these experiments are presented below. 

5.6.2. Experimental Results 

We now want to optimally configure the system to satisfy the application requirements at the 

minimum hardware cost. We therefore measure the execution time and the energy dissipation 

for an increasing number of DSP cores in order to find the optimal configuration of the 

system. Since commercially available ECG solutions target sampling frequencies ranging 

from 250 to 1000 Hz, we performed the exploration for these two extreme cases for the 12-

lead ECG signal. We analyze a chunk of 4secs of input data, which provides a reasonable 

margin for safe detection of heartbeat disorders. Note that the computation workload for the 

processor cores increases in a quadratic manner with increasing sampling-frequency (due to 

the specific application algorithm). 

Figure 41 shows that if we increase the number of processors, the execution time scales 

linearly, which proves that second order effects typical of multi-processor systems (e.g., bus 

contention reducing the offered bandwidth to the processor cores with respect to the 

requested one) has only negligible effects on system performance, proving that the system is 

well configured and a single shared bus communication architecture is well suited for this 

application. However, this does not mean that the amount of data moved across the bus is 

negligible: around 100KB (at 1000Hz). This data is, however, read by the processor core 

throughout the entire execution time, thus absorbing only a small portion of the bus 

bandwidth. In this regime, the bus performance is still described as additive. 
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Figure 41. Execution Time and relative energy of shared bus at 250Hz sampling frequency. 

 

 

Moreover, the perfect scalability of the application is also due to memory controller 

performance. In fact, at the beginning of the computation each processor loads processing 

data from the off-chip to the on-chip memory, hence, requiring peak memory controller 

bandwidth. The architecture of the memory controller proves capable of providing the 

required bandwidth in an additive fashion. By looking at the 1000Hz plot (Figure 42), we 

observe that 1 DSP is able to process an ECG-lead in slightly more than 3 seconds. 
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Figure 42. Execution Time and relative energy of shared bus at 1000Hz sampling frequency. 
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 Therefore, we still have about 1 second left (before the 4secs deadline), which is enough to 

perform additional analysis of the results of the individual lead-computations and converge 

to a decision about the heart period and malfunctions. 

5.6.3. Scalability 

One main advantage of chip multiprocessing lies in its capability to meet the demand for 

higher sampling frequencies that are raised by the need to perform higher accuracy analysis 

and by the evolution of state-of-the-art sensor technology. In order to prove this, we 

conducted some experiments [80][81] and measured the maximum sampling frequency at 

which our MPSoC platform can be operated while still meeting real-time requirements of the 

ACF-based application. We consider a fully parallel 12-lead application spread over 12 

processors. The resulting 2.2 KHz frequency indicates poor scalability. The reason for this is 

mainly the interconnect performance, which does not scale any more. In fact, bus busy (the 

number of bus busy cycles over the total execution time) at the critical frequency of 2200Hz 

is almost 100% (99.95%), i.e., the bus is fully saturated. This is due to the fact that the 

amount of data being transferred across the bus increases linearly with the sampling 

frequency. In order to make the platform performance more scalable, we revert to a full-

crossbar solution for the communication architecture. The benefits are clearly observed in 

Figure 43, where the maximum analyzable frequency (with respect to real-time constraints) 

amounts now to 4000Hz, i.e. nearly twice as much as the performance with a shared bus. 

Moreover, we observe that average bus transaction latencies at the critical frequency are still 

very close to the minimum latencies, thus indicating that the crossbar is very lightly loaded. 

Another informative metric is the bus efficiency (number of cycles during which the bus 

transfers useful data over the bus busy cycles), which amounts to 71.83%. 

We simulate the 12-processor system to get the upper bound on system performance and 

push the architecture to the limit. For the same reason, we restrict the analysis period to 

3.5secs, which is the minimum value of the input data-chunk time-span derived from the 

biomedical algorithm.  The results presented in Figure 43 show that with shared-bus 

architecture, the maximum sampling frequency that the MPSoC can handle without going 

beyond the real-time constraint is only around 2200Hz. This good performance is an effect of 

the lack of contention on the crossbar branches, which is in turn due to the high performance 

of the memory controller and to the matching of the application traffic patterns with the 
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underlying parallel communication architecture. As a consequence, with a full crossbar the 

system performance is no more interconnect-limited but computation-limited. Since the 

computation workload of the system grows in a quadratic manner with the sampling 

frequency, it rapidly increases task execution times and reduces the available slack time with 

respect to the deadline. 

We observe that the performance with a partial crossbar closely matches that of a full-

crossbar (less than 2% average difference) but with almost 3 times less hardware resources. 

We found the optimal partial crossbar configuration (5x5 instead of a 13x13) by accurate 

characterization of shared bus performance. On a shared bus, we increased the number of 

processors and observed when the execution times started deviating as an effect of bus 

contention. With up to 4 cores connected to the same shared communication resource, this 

latter is able to work in an additive regime.  

 

 

Figure 43. Critical sampling Frequencies for 3 architectures: (1) shared bus, (2) full crossbar, and (3) partial 
crossbar. The 3.5seconds real-time limit can be respected and achieved with 2200Hz sampling frequency when 

the Shared Bus architecture is used and with 4000Hz sampling frequency when either the Full crossbar 
architecture or the Partial Crossbar architecture is used. 

 

 

Although the architecture cannot work in real-time at more than 4000Hz, we wanted to 

measure the execution time under non-real-time computation. In fact, from the execution 

 2200 
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time to process 3.5secs of input data, we can derive the amount of buffering that is required 

to store incoming data from the lead. By knowing the overall capacity of the off-chip 

memory, we then derive the maximum analysis time that we can afford at such high 

frequencies. Results are shown in Figure 13. Let us focus on the shared bus case, with 10 

KHz. The execution time for analyzing 3.5secs is a bit less than 1 minute (around 57secs), 

which is 16 times more than the real-time constraint. As a consequence, we can still decide to 

perform this kind of analysis, but we need to buffer 16 input data chunks while we are 

processing one chunk. Since an off-chip SDRAM memory can be 512MB, we can perform 

3.5 minutes analysis before saturating the memory. With a full crossbar, this time amounts to 

around 14 minutes. 

 

 

Figure 44. Analysis-time investigation with increasing frequencies (up to 10 KHz) for the ECG application. 

 

 

An interesting remark is that using multiple cores to decrease execution time and have 

more margins for online diagnosis incurs a higher energy cost for the 250 Hz case than the 

1 KHz case. This is due to the fact that the increased workload in the 1 KHz case justifies 

an increased hardware parallelism. The energy-ratios plot in Figure 45 confirms that the 

overhead for introducing more processors is worth in the 1 KHz case, while it is not fully 

justified for the 250Hz case due to the different computation complexities to be tackled. 
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Figure 45. Relative Energy Ratios between the 1000Hz and the 250Hz sampling frequency experiments. 

 

 

5.7. Solutions Comparison 

We compare our platform to the existing solutions from an application point of view and 

SoC point of view. From the SoC view point, the advantages of our design are mainly in 

the performance for real time analysis and power consumption, where our experiments 

show that we can converge to a full analysis in a time less than the time needed to read the 

new coming data from the heart. More precisely we compare the cited background work in 

Section 2.2.2 on HW systems and we focus on the category of previous work that is 

nearest to our work.  

In [1] the solution can only aid the application to distinguish between healthy or unhealthy 

patients, while in our work, the HW solution supports full analysis. Although they run their 

calculations on chip, the calculations done are simpler and do not aid in full ECG analysis. 

Moreover, there is no study on the best filtering method to use. The chip can take only one 

signal at a time. However, our solution can run the 12 leads at the same time. There is no 

time study given about the delays and how their HW may fit for real-time analysis. 

The work in [13] tests the system using artificial ECG signals that are corrupted with 

various noise types, while in our tests we used real ECG data. Our solution and the one in 

[13] both have timing as a figure of merit. In addition the authors use two real testing cases 

only from the MIT-BIH records, but the two tested cases have low time resolution 
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(fs=360Hz), while in our work, we used very high frequencies and we tested the whole 

MIT-BIH records. Their QRS error-detection rate is up to 2.2 % in the tested schemes. 

They use only one microcontroller in the detection device, and the bulk of processing is 

done on the PC, while our HW solution is all on chip. Thus this is not a portable device. 

They rather need to transmit the whole ECG signal to the PC through the RS232. The 

detector software code was written in HC16 assembly code, i.e. it is cumbersome, time 

consuming, and error prone if not tested rigorously. Their software update is in assembly, 

i.e. compared to our solution it harder since our application is totally based on standard C 

language. Moreover, the work in [13] uses a pre-filtering procedure like we did, to increase 

the reliability of the detection algorithm. However, their filtering procedure is followed by 

a Matched Filter. Thus the MF convolves the received signal with some predetermined 

response (the matched response of the ECG). In other words, the MF assumes a unique 

ECG for all persons, most probably a normal one, and then add Additive White Gaussian 

Noise (AWGN)6 to it to take the effect of noise before the convolution process takes place. 

Thus, they use a probabilistic approach. This is very similar to the auto-template procedure 

presented in [159]. However, the auto-template procedure is more reliable, since it tries to 

match the response of the incoming signal to one of several signals available in the 

database, and not a unique one as presented in [13]. From a frequency viewpoint, the work 

in [13] uses a sampling frequency fs=500Hz. However, to provide a better timing 

resolution, the MF output is linearly interpolated at 4fs=2000Hz. The MF is followed by a 

decision device (Dual edge more accurate than the traditional decision device). The 

decision device uses an adaptive threshold, 40% of the highest amplitude component. 

Comparing to our work, we go beyond the 500Hz and 2 KHz frequencies and we even 

study up to 10 KHz. We also use an adaptive threshold to find the R-Peaks after finding 

the period. The authors also use an artificial ECG signal, based on approximations, while 

we use real life ECG leads data. The work in [13] firstly finds the R-R timing metric and 

uses it to find other figures of merit on the PC. Comparing to our work, we notice the 

major difference, where we find the period first, based on the proposed algorithm, and thus 

the R peaks can be determined more accurately.  The authors of [13] detect the signal with 

timing errors, where more than 30 % of the pulse period is neglected from the analysis. 

                                                                        

6 Additive White Gaussian Noise is a random noise characterized by a wide frequency range relative to the signal. 
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The PC also sends configuration parameters for the detector like the MF impulse 

response. The PC contains an algorithm that can detect and disregard false measurements. 

In our work there is no PC involved, as our HW/SW Codesign fits the whole analysis of 

the data on the chip. From a power point of view, we see that their detector device needs 

an equivalent to the 1000mAh Ni-Cd battery. However we cannot compare ours to them, 

because we implement different functionalities on our chip. 

In [28] none of the available prototypes or commercial solutions provides a combination of 

allowing being wearable, small size, and functionality of having body motion and 

physiological parameters to be investigated simultaneously. The initial prototype was built 

around a PDA (Compaq/HP iPaq Pocket PC), with Microsoft Windows CE. The system 

provided 2-lead ECG and respiration signals, which is not enough for full analysis. It is 

linked to the PDA via a Bluetooth link. The PDA then uses IEEE 802.11b7 to transmit data 

in real time over the internet to a server. It is true that they run real time data transmission, 

but they do not run real time analysis at the point of need (on the patient location). The 

drawbacks also are that the system does not have robust connectors and it has short battery 

life. The paper proposes a multi-parameter monitoring and transmission device, one 

parameter of which is the 2-lead ECG, but the paper does not propose any analysis, while 

we use 12-lead ECG and real-time analysis. They could use the PDA for more powerful 

analysis. They focus on the underlying hardware (the different used components) and 

describe different testing environment that they have done (lab testing, field testing, in 

water), while we focus on the underlying analysis algorithm rather than the sampling and 

transmission 

The authors in [159] run detection of abnormal QRS intervals, which can be fit on many 

HW types of DSP, ASIC or FPGA. They run the analysis in three steps: (i) filtering, 

however, they do not mention the type of the filter used, and they only mention the use of 

MATLAB, (ii) auto-template, which they store as a normal ECG signal to be able to 

compare with, and (iii) correlation of the incoming buffered signal with the template. This 

technique assumes a unique normal ECG for a given triggering threshold (or guarantees a 

similar ECG). Hence, unlike our work, it does not give account for some variability from 

person to person and does not present proof on that. In the auto template process, the 



100   Chapter 5 

  

normal ECG is formed based on the input signal. Therefore, the question remains on what 

the analysis would be when the input ECG is abnormal. The algorithm proposes real time 

correlation but the correlation process has to wait for the auto-template process to finish, 

which analyzes the whole sample before forming a normal ECG. Thus it adds more time 

overhead. So the whole application ends up not being a real time application, unlike the 

solution we propose. Moreover, the solution in [159]  can only tell normal form abnormal 

heart beats, while we do full analysis. The authors use correlation with a normal signal, 

while we do autocorrelation to find the period and rhythm. They can not tell the type of 

arrhythmia, and they use it for 1 lead only, while we run 12 lead analysis. They use a 

1GHz   PC together with the chip, while we only use the MPSoC. 

The work presented in [169] is only focused on the measurement and transmission, but is 

interesting for our work from the point of view of fitting the biochip within a general 

telephony or communications network. 

The work in [173] is interesting from the point of view that it addresses one of the current 

needs for transmitting emergency medical signals to healthcare centers. However, they 

analyze only 2 leads instead of 12 leads. Moreover, we use only a single chip, i.e. less 

power consumption for the 12 leads. They digitize the signal at 10bit while we use 16 bits. 

The work in [113] is interesting since they use ARM7TDMI microprocessor unit with 

64KB RAM (optimized for cost and power-sensitive consumer applications), while we 

have used this ARM7 processor in a phase to look for the best processing core for our 

specific application. They acquire a single lead signal, while we run 12 leads. They run on 

a resolution of 12bits, while our design uses 16bits. The sampling rate used is 250Hz while 

our sampling rates range from 250Hz to 10 KHz. They use a Butterworth filter with 3 

poles and a tunable cut frequency, while we use IIR filters. The system is composed with 2 

blocks: an ECG pre-processing board and an 8-channel DSP. The solution uses an external 

ADC, because it affects less in terms of resolution and noise. The system does not transmit 

continuously.  

We also choose the work in [60] and [116] to compare in more details with our work since 

they are the nearest solutions to ours from commercial and research viewpoints, 

                                                                                                                                                  

7 IEEE 802.11b is one of the Wireless Local Area Network standards allowing for 11Mbps transmission speeds. 
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respectively. The results of comparison are shown in Table 3. From the application 

side, we look at the comparison with nowadays applications used on SoCs after we have 

compared it with the nowadays most used algorithm, the Pan Tompkins, in Chapter 3. 

 

 

Table 3. Comparison between ECG analysis research SoC solution [116], available SoC commercial solution 
[60], and our three MPSoC designs: ST-PCB is partial crossbar, ST-CB is Full Crossbar, and ST-SB is the Shared 

Bus solution. fS is the sampling frequency 

Solution 
Data 

Bits 
Memory 

fS  

(Hz) 

Analysis 

Time 

SoC 

Input 
Filter 

Application 

Results 

[116] 10 8KB Cache 250 No study 1 Notch 

Analysis on only  

QRS Complex,  & 

only decides if the 

heart is healthy or 

unhealthy 

[60] 12
No available  

information 
800 No study 8  IIR 

Analysis on only  

QRS Complex,  & 

only decides if the 

heart is healthy or 

unhealthy 

ST-PCB 16

Off chip = 512MB 

32kB I-cache/DSP 

32kB D-cache/DSP 

4,000  < 3.5s 12      IIR 

Full 12-LEAD 

Analysis:  heart-

period;  P, Q, R, S, 

& T peaks; & detect 

disease 

ST-CB 16

Off chip = 512MB 

32kB I-cache/DSP 

32kB D-cache/DSP 

4,000  < 3.5s 12 IIR 

Full 12-LEAD 

Analysis:  heart-

period;  P, Q, R, S, 

& T peaks; & detect 

disease 

ST-SB 16

Off chip = 512MB 

32kB I-cache/DSP 

32kB D-cache/DSP 

2,200  < 4s 12 IIR 

Full 12-LEAD 

Analysis:  heart-

period; P, Q, R, S, & 

T peaks; & detect 

disease 
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Comparing our application-based MPSoC designs, we can choose the best architecture 

relative to the biomedical purpose. Hence, for a solution that competes with and performs 

better than the existing commercial solutions [60] (input sampling frequency from 250 to 1 

KHz), we adopt our shared bus system architecture (Figure 39) since its advantages over 

existing solutions are:  

 

• ECG SoC available solution nearest to ours is [116], but our design performs 

better on analysis time-consumption. Our solution is easier to deploy since the 12 

leads are input to one SoC instead of having 12 SoCs (i.e. cheaper to scale with 

increasing leads) 

• In our designs, we can do full 12-lead ECG analysis at relatively high 

frequencies. Our design is optimal especially that we can offer the choice of the 

SoC architecture: shared bus, full crossbar, or partial crossbar. Our solution 

allows that this decision be based on the biomedical need of a frequency range.  

Table 3 shows the advantage of our three designs to the best available designs we 

are aware of in the research and in the market. 

 

5.8. Summary 

We listed the different steps in design space exploration for an application-specific 

MPSoC architecture for real-time ECG analysis as a solution for the largest medical 

problem from the point of view of leading to the highest number of deaths in the globe 

(CVD and Stroke). Our solution leverages the computation horsepower of many (up to 12) 

concurrent DSP cores to process ECG data. This solution paves the way for novel 

healthcare delivery scenarios (e.g., mobility) and for accurate diagnosis of heart-related 

diseases. We describe the design methodology for the MPSoC and explore the 

configuration space looking for the most effective solution, performance and energy-wise. 

We present three interconnect architectures (Single Bus, Full Crossbar, and Partial 

Crossbar) and compare them with existing solutions. The sampling frequencies of 2.2 KHz 

and 4 KHz, with 12 DSPs are found to be the critical points for our Shared-Bus design and 

Crossbar architectures, respectively. We compare our solution with the nowadays existing 
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solutions in research, in the market, and in many hospitals. Our solutions offer 

significant advantages in SoC HW/SW Co-design, and it proves no single failure case 

when run and tested on the standard MIT/BIH arrhythmia database, while the widely used 

Pan Tompkins solution failed in some cases, of which we reveal two cases. 

We also illustrate the potential advantages that MPSoC technology can bring to real-time 

ECG analysis. They can be summarized as follows: larger time margin to run diagnosis 

algorithms, energy efficiency (provided DVFS support is available, and which is left for 

future work), improved scalability to challenging higher sampling frequencies and to more 

accurate ECG analysis algorithms. 
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Chapter 6  

The Resulting Methodology 

"There are no rules here - we're trying to accomplish something."  

Thomas A. Edison (1847 – 1931 A.D.) 

  

This chapter builds upon the previous results and the experience through the design and 

implementation work and the high number of trials and errors made. We then start to put 

the structured steps of a methodology to follow when having a high computational 

application (especially in biomedical engineering) to integrate as a Software on a specific 

Hardware. Section 6.1 introduces the work on methodology. In section 6.2 we present the 

view on the virtual platform for co-simulation. Section 6.3 stresses on the pedantic 

methods needed for life critical applications within a HW/SW Codesign. High task level 

parallelism is also briefly discussed in section 6.4.  A point will always be reached when 

working on multicore applications with high computation, and that is the communications 

bandwidth requirements (section 6.5) and the computation vs. communication parallelism 

(section 6.6). Section 6.7 briefly summarizes the resulting SW and HW. Finally, section 

6.9 summarizes the chapter. 

  

6.1. Introduction 

In the embedded systems field, many design methods require to specify hardware and 

software separately. However, in our case, HW, SW, and the interaction in-between are 

what lead to a successful performance of the system. In other words, in the end we care 

about the performance of the whole solution, i.e. the interaction between the hardware and 

software to give the final output. Moreover, the final output in our system is a life critical 

one. 

The specific application domain addressed in this work calls for specific design 

methodologies for which full system modeling accuracy is critical, since the resulting 

architecture needs to be highly predictable. Uncontrolled run-time fluctuations of the 

system might lead to incorrect detection of life-threatening events in the heartbeat traces. 
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For this purpose, the most daunting challenge for system designers perhaps consists of 

accurately predicting the impact of the communication and I/O architectures on system 

performance. Even more critical is the ability to capture the interaction between these two 

sub-systems. Our architecture allows to compare existing analysis algorithms and to 

develop new ones, while keeping low-level implications of software decisions under 

control through the support of a virtual platform. 

6.2. Virtual Platform 

When we view the target applications of healthcare domain in relation to the candidate 

hardware platforms for it, the following requirements become evident: (i) life-critical 

application, (ii) high task level parallelism, (iii) communication bandwidth requirements, 

and last but not least (iv) computation and communication parallelism. We discuss each of 

the aforementioned requirements separately and integrate them within a methodology that 

can be used to guide HW/SW Codesign for application specific multicore systems 

(MPSoC). 

 

6.3. Life-Critical Application 

Contrary to other domains, such as multimedia and entertainment, we need to come up 

with accurate system component models already in the early design stages, so to limit the 

degrees of execution unpredictability to the minimum. Therefore, transaction-level 

modeling did not seem to us as the best option, but we rather focused on cycle-accurate 

modeling and simulation. 

 

6.4. High Task Level Parallelism 

Each individual lead signal can be potentially processed in parallel with minimum inter-

task interaction. Only in the end of the data processing phase, such interaction is 

eventually needed by diagnosis tasks to reveal heartbeat abnormalities and to analyze 

them. Therefore, a parallel hardware platform is well suited for this kind of algorithms. 
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6.5. Communication Bandwidth Requirements 

Regardless of the specific ECG analysis algorithm, large amounts of data have to be stored 

in the system memory to keep the records of heartbeat activity over a long observation 

window. This involves a continuous flow of data towards the off-chip memory. Moreover, 

incoming new sampled data to be processed must be considered as well in order to assess 

the communication bandwidth requirements. From a hardware viewpoint, there are two 

important implications. On one hand, processor core-to-off-chip memory communication 

is becoming a major bottleneck in modern MPSoC platforms. Optimization of memory 

access of multiple on-chip computing cores to the finite bandwidth of off-chip memory is  

a key point to the success of parallel MPSoC architectures. This calls for an incremental 

effort for accurate modeling off-chip memory controllers, including their optimization 

engines and interfacing mechanisms. On the other hand, even admitting unlimited I/O 

bandwidth, the communication architecture turns out to be the most critical component for 

system performance. In the context of parallel MPSoCs, such performance is in fact not 

computation but rather communication limited. It is, therefore, necessary to accurately 

model this component (we chose cycle- and signal-accuracy) in order to assess the 

scalability of the hardware platform at hand. Finally, having independently optimized 

communication and I/O architectures might be misleading, since the interaction between 

specific features of the communication protocol and a many-to-one traffic pattern might 

degrade ideal performance of both components [158]. Finally, optimizations at the 

memory controller might make this interaction unpredictable unless an accurate virtual 

platform is set up. 

 

6.6. Computation and Communication Parallelism 

Storage of processing results and the next computation round should be handled in parallel 

for efficient execution. Therefore, the deployment of DMA engines is highly attractive in 

this case. However, two conflicting requirements should be taken into account. On one 

hand, storage data size needs to be kept to the minimum to extend the observation window 

(given the finite memory size), while on the other hand sufficiently long data transfers are 

required to amortize the cost of DMA transfer programming. 
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Figure 46. Methodology used for high-end biomedical application HW/SW co-design (applied for ECG analysis). 
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In a step further to implement the HW/SW co-design based on the above analysis, we 

are pushed to found a guiding (flow of logical steps) methodology that we refer to in order 

to keep on optimizing the life-critical biomedical algorithm, SW, and HW. This type of 

methodology was induced throughout the work of the design and implementation, which 

we present in a flow of steps and their inter-relations for HW/SW co-design for high-end 

biomedical applications. This methodology is summarized in the flowchart presented in 

Figure 46. 

After defining the requirements, we divide the multidisciplinary problem into three layers: 

(i) application layer (biomedical problem), (ii) software layer (algorithms and coding), and 

hardware layer (HW Design, co-simulation, testing, etc). These divisions are demonstrated 

in Figure 46. In brief, the starting point is always in finding the right application (problem) 

that has some level of significance like a life-critical application of heart ECG analysis in 

real time with high sampling frequencies (more than 1KHz). At this stage and at every 

stage, we need to keep in mind and thus in the design flow the relationship between 

different parameters in different layers and the effects on other layers and stages.  

A note worth mentioning is that at this stage some high layer specs are defined. For 

instance, the value of the normal period and the maximum period length that could be 

available are set. This will be very essential in defining the value of the lags L, discussed in 

Chapter 3. To know what L can be for our SW part, we need to know the minimum length 

of the signal that we need. Moreover, we find a major need to look at whether the 

biomedical problem can be partitioned (e.g. period analysis and peak analysis for ECG 

signals). This defines one sort of parallelism that is reflected in the SW code in a later 

stage. Then we design the required algorithm, and we generate the relative code to test it. 

Once the algorithm is done, a crucial step is to see whether the algorithm (application) can 

be partitioned (12 different parts, each responsible for a different lead).  

In the SW layer, we define the parameters which we have to respect in the analysis, for 

instance the real-time limits in seconds especially in relationship to sampling frequency. In 

addition, the value L, and the size of the data chunks (which is dependent on the time specs 

in the biomedical layer) are decided in this layer. Further changes in these parameters may 

occur based on the Codesign step. After these SW specs are defined, we look further into 

partitioning the code itself. This SW partitioning is different from the application 
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partitioning since it looks at the code itself. Both, the application partitioning and the SW 

partitioning affect the performance of the whole HW/SW system from a time and power 

consumption viewpoints. Once the first parallelized code is generated and tested (on one 

processor), we need to define the code dependencies like the size of data-chunks, their 

specifications about the number of samples per data-chunk and the length of recording, 

and where and how these chunks shall be stored (e.g. binary format). At this stage, we 

succeed in having a working code, but that does not necessarily mean this may be the 

optimized one for the specific HW computation and communication requirements. Hence, 

we can start a first test on different cores to see the effect on the code, and in our case, we 

ran codes based on floating point and on fixed point integers with exponent 22 on ST220 

at 200MHz, and we found out that with fixed point integers (64bit integer data types), we 

have the same precision as floating point code, but the processing time and the energy 

consumption are decreased 5 times as shown in Figure 37, This calls for the use of fixed 

point integer for instance.  

The parallel code itself, its dependencies, and the application limitations, help inspire the 

HW designer to choose and correlate HW blocks for accurate modeling. The result is an 

un-optimized HW with interface mechanisms that is ready to load the SW to go further to 

the HW/SW co-simulation stage. This first HW design means that many components may 

change, and many on-chip communication network designs may also change based on the 

co-simulations. For instance, we ran the first non-optimized code on ARM7TDMI and 

ST220 with similar dimensions of cache memory (32KB) to see for the best HW 

component that can aid our goals. The ARM core is 9 times slower than the ST220, and 

consumes more than twice the energy (Figure 38). Since this is a life-critical application, it 

requires cycle and signal accurate co-simulation and can run much iteration before 

reaching the desired results. The results of the co-simulation are the major outcome to test 

and compare with specs in above stages in higher layers. A note worth mentioning is that 

in the HW architecture, we aim at removing HW bottlenecks and SW bottlenecks. 

Moreover, we aim at design space exploration while looking for input sampling 

frequencies that range from 250Hz to 1 KHz and higher. Since we deal with a life critical 

application, we must go back to the SW and application layers to pedantically test for the 

higher layer specs and limitations. These tests may affect the optimization of both: SW 
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and/or HW. Once the test results are acceptable, we can take the HW/SW Codesign 

that is considered optimized and allows further physical development.   

Based on all the above analysis, we came up with a virtual platform with mixed modeling 

abstractions so to trade-off accuracy with simulation time. The virtual platform we use for 

the co-simulations is the MPSIM environment [119] as a starting point for intensive 

extension and customization for the application. SystemC is used as a descriptive language 

for the simulation engine due to its ability to perform efficient HW/SW co-design. The 

processor cores model was at the level of their instruction set. Chip architecture was 

modeled with clock-cycle accuracy extended to the chip boundaries. While retaining this 

level of accuracy, processor cores were modeled at the level of their instruction set, while 

only the on-chip bus was modeled with signal accuracy due to its criticality. As an effect, 

we were able to achieve simulation speeds up to 200 KCycles/sec on a P4@3.5GHz.  

Industry-provided and technology-homogenous 0.13µm power models of all system 

components were deployed for power analysis [3] [123].  

 

6.7. Example of a Resulting HW and SW Architecture 

When using this methodology we ended up with a software architecture that is fully 

distributed and an independent RTEMS [18] operating system runs on top of each 

processor core. Kernel images reside in the private memory of each core. A middleware 

support for inter-processor communication was ported to the system, and a special purpose 

library was used for DMA programming [59]. Based on the findings in going through the 

methodology, HW/SW optimization can be investigated. 

We found that when sampling ECG data from biomedical sensors at 250 Hz, 1 DSP core is 

enough to meet the real-time requirements of the ACF-based SW-method (12 leads 

analysis): largely meeting the required 4 seconds for real-time computation of input data 

frames. Interestingly, even increasing the 1 KHz sampling frequency, and therefore 

increasing the computation workload of processor cores, 1 DSP is still able to complete the 

12-lead analysis in slightly more than 3 seconds. This leaves about 1 second left to run 

diagnosis algorithms online (as a partition of the main algorithm). The increased sampling 

frequency led to a 15x increment of execution time and to a 90% increase in overall 
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system energy. By increasing the number of processor cores in both cases, we got good 

scalability results (relative to execution time) up to 6 cores, with diminishing returns with 

increased parallelism. Unfortunately, the energy increases, since the power overhead of 

having more cores running is not offset by execution time savings. This was expected, for 

the deployed processor cores are not general purpose processors and are therefore more 

power-consuming.  

However, more processor cores can be used if the 1 second margin is not satisfactory, or if 

the platform is augmented with dynamic voltage and frequency scaling (DVFS) support 

(this is work in progress). This latter solution would make the multiprocessor solution 

efficient not only from a performance perspective, but even from an energy viewpoint. The 

large slacks that are available in the current implementation make application of DVFS 

very promising and a conclusion we get from using such methodologies. 

Interestingly, using multiple cores to decrease execution time and have more margins for 

online diagnosis incurs a higher energy cost for the 250 Hz case than the 1 KHz case 

discussed in Chapter 5. This is due to the fact that the increased workload in the 1 KHz 

case justifies an increased hardware parallelism. 

 

6.8. Methodology in Brief and Tradeoffs  

Below we summarize the basic points to keep in mind in the process of HW/SW Codesign 

while working with our proposed methodology: 

� Design of an algorithm is made by understanding the application and the 

existence of a new technology of MPSoC 

� Understanding of the Number of Processors and Parallelism  

� Communication Interconnect structure 

− Shared bus: System interconnect saturation limits performance 

scalability (100% busy at 2.2 KHz) 
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− Full crossbar: Parallel topology removes scalability limitations, 

doubled system performance, average and minimum bus transaction 

latencies are close to each other, and high bus efficiency: 72% of the bus 

busy time 

− Partial crossbar: almost equals full crossbar performance with         

almost 3 times less hardware resources: 5x5 instead of 13x13 

 

6.9. Summary 

This methodology work goes through an application-specific design for a multicore 

system. The application we focus on is a high computational one with a stress on the life 

critical point since it is related to human healthcare. The ECG application domain gives 

this high computational demand and the high level of accuracy at work. The methodology 

is able to help envision, design, develop, and test full system modeling accuracy on three 

layers (application, SW, and HW). It also enables us to obtain high HW/SW parallelism 

exploitation, computation parallelism, and communication parallelism. Finally, we 

illustrate, for practical case studies, the advantages of deploying more computation-

demanding analysis algorithms for the quality of ECG analysis. 
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Conclusions 

"I think and think for months and years. Ninety-nine times, the conclusion is false. The hundredth 

time I am right.”  

Albert Einstein (1879 – 1955 A.D.) 

 

Exploiting multicore technology to serve other disciplines (like medicine) in saving 

people’s lives is a major goal we have from the beginning of this thesis work. However, 

there is a lack of structured methodology to follow for such multidisciplinary-design 

processes, and every case remains a solitary experience. Hence, we start by locating one 

large problem in healthcare (namely heart diseases) and its corresponding challenge  in 

biomedical engineering (namely 12-lead ECG analysis), and then we take advantage of 

the field of MPSoC since it inspires us to produce HW/SW Codesigns that assist in 

finding a solution. The healthcare problem arises from the fact that medicine is  still- 

unfortunately- dependent in cases like ECG on methods invented decades ago (when 

processing capabilities were not as advanced as today) and they suffer from the lack of: 

full analysis at high sampling frequencies, real-time reactivity, flexibility, low  error, 

mobility, and ability to lower healthcare costs. Thus, the SW part of the solution faces a 

sub-problem, which is the need for innovative algorithms capable of running real-time 

full-ECG analysis and allowing for parallelization. Consequently, we created two new 

algorithms (ACF and FFT based) that have the required added-values and allow for easy 

manipulation in the HW/SW Codesign process. Many Codesign/Co-simulation iterations 

result in three new MPSoC architectures (shared bus, full and partial crossbar) that 

improve upon state of the art in SoC design for ECG analysis and add the ability to 

choose the design based on the biomedical need. Ultimately, to attend to our major goal, 

we use the experience we garner in the aforementioned ECG-problem-solving to found a 

methodology that we can employ in application-specific-MPSoC HW/SW Codesign. Such 

a methodology fosters the convergence to a solution that is acceptable from a 

performance analysis viewpoint, i.e. it meets the real-time demands, abides by the life-

critical constraints, uses current technologies, and paves the way for easier and faster 

development. Section 7.1 articulates our concluding remarks. Section 7.2 is the summary. 

 

7.1. Concluding Remarks 

In this thesis we present a methodology for HW/SW Codesign for systems that require a 

large and challenging number of computations. This methodology summarizes our 



116   Chapter 7 

 

experience in a systematic procedure, technique, and mode of inquiry proper to a particular 

discipline; that of biomedical applications with high computational demand. The 

methodology also paves the way for an easier process of design space exploration and 

HW/SW Codesign for biomedical chips. In particular, we focus on a biochip for the human 

heart problems, and the application to map on this chip is electrocardiogram-analysis. We 

choose the biomedical application of ECG, because of its importance in the medical field 

and its market value, which we discuss in chapter 1. From the experience we have gathered 

over the line of research, we notice some general points that can be put together as a 

structure. This structure became the aforementioned methodology.  

In this respect, we start our investigation by looking at three issues: the application (ECG), 

the available technology (MPSoC), and the proposed solution. Thus, we find ourselves 

facing a multidisciplinary problem with different layers as follows: life-critical, SW, HW, 

co-design, co-simulation, and implementation layer. We start by deciding on the 

requirements. The first requirement is related to the life-critical application. Hence, cycle 

accurate modeling and simulation seems as the best option. The second requirement is in 

relation to the high task level parallelism, where the 12 lead signals are parallel-processed. 

Therefore, a parallel HW platform is best suitable for our algorithms. The third 

requirement is related to the communication bandwidth, where a large amount of data on-

chip and off-chip direct our attention to the communication limitation rather than 

computation limitation in MPSoC. Consequently, it is necessary to choose cycle and signal 

accuracy in the model. Last but not least is the requirement related to computation vs. 

communication parallelism, where storage and processing should be handled in parallel 

(for efficiency). Thus, DMA engines become attractive.  

After defining the requirements, we then collect the different levels of the multidisciplinary 

problem into three main layers: (i) application layer (biomedical problem), (ii) software 

layer (algorithms and coding), and hardware layer (HW Design, co-simulation, testing, 

etc). These divisions are demonstrated in Figure 46 in Chapter 6. In brief, the starting point 

is always in finding the right application (problem) that has some level of significance, e.g. 

the life-critical application of real-time ECG analysis under high sampling frequencies 

(more than 1 KHz). Then we design the required algorithm, and we generate the relative 

code. Once the algorithm is done, a crucial step is to see whether the algorithm 

(application) can be partitioned, e.g. 12 different parts, each part is responsible for a 
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different lead. In the SW layer, we define the parameters that we have to respect in the 

analysis. For instance, the real-time limits (in seconds) are a crucial constraint to respect, 

especially in relationship to the sampling frequency. The higher the frequency the more the 

data to analyze, and the more the time needed to analyze it. After these SW specs are 

defined, we look further into parallelizing the code itself and fixing code dependencies like 

the size of data-chunks. At this stage, we succeed in having a working code, but that does 

not necessarily mean this is the optimized code for the specific HW, and for the 

computation and communication requirements. The parallel code, its dependencies, and the 

application limitations help inspire the HW designer to choose and decide on the HW 

blocks, interconnections and architecture for accurate modeling. At this stage we have a 

non-optimized HW with interface mechanisms that are ready to load the SW and run cycle-

and-signal accurate co-simulation. Hence, we can run much iteration before reaching the 

desired results. A note worth mentioning is that we aim at removing HW bottlenecks and 

SW bottlenecks. Moreover, we aim at design space exploration while looking for input 

sampling frequencies that range from 250Hz to 1 KHz and higher. Since we deal with a 

life critical application, we must go back to the SW and application layers to pedantically 

test for the higher-layer-specs and limitations. These tests may affect the optimization of 

both: SW and HW. Once the test results are acceptable, we consider the HW/SW Codesign 

optimized and can go for further physical development. The virtual platform we use for the 

co-simulations is the MPSIM environment [119] as a starting point for intensive extension 

and customization for the application. SystemC is used as a descriptive language for the 

simulation engine. The processor core model was at the level of their instruction set. Chip 

architecture was modeled with cycle accuracy, but the bus was modeled with signal 

accuracy since it is very critical in the communication. The simulation speeds achieved 

were up to 200 KCycles/sec on a P4@3.5GHz. Industry provided and technology-

homogenous 0.13µm power models of all system components were used for power 

analysis.  

In addition to the aforementioned methodology, and as a result of the HW/SW co-

simulation, we present in this thesis three HW/SW Codesign architectures for ECG real-

time analysis. The HW designs are three MPSoCs with: (i) single shared bus, (ii) full cross 

bar, and (iii) partial crossbar. For all the three designs, we exploit industrial IP cores of a 

200 MHz system: ST220 4-issue VLIW DSPs with 32 KB instruction and data caches, 
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STBus interconnect from STMicroelectronics, in-house optimized memory controller with 

DMA capability, and a whole system modeled with the MPSIM virtual platform. Hence, 

we can retain a multi-DSP architecture processing a fixed-point-coding implementation of 

the ACF-based algorithm. We aim at finding the minimum number of DSPs for the 

application and the maximum achievable sampling frequency while meeting real-time 

requirements. We also aim at comparing with state of the art chips in the market and 

research. The typical state-of-the-art frequency range used in ECG analysis is 250Hz - 1 

KHz. In this respect, for our first MPSoC architecture with shared bus, we are able to 

achieve a working system with acceptable performance for a maximum of 2.2 KHz input 

sampling frequency. Moreover, we reached a maximum of about 4 KHz with the crossbar 

architectures (Figure 43), i.e. with the full and the optimized partial crossbar. The number 

of cycles during which the bus transfers useful data over the bus busy cycles is 71.83%. 

The different architectures form a kind of different levels to choose from in order to suit 

the market solution. In other words, our work in that direction gives us the possibility to 

choose a different design for the different need (cost, performance, real-time limit, 

sampling frequency, etc).  See also Table 3. 

Besides the methodology and the three MPSoC architectures, we also present two novel 

algorithms for ECG analysis, namely the ACF-based algorithm and the FFT-based 

algorithm. We discuss these two algorithms in detail in Chapter 3. Both algorithms are 

based on the autocorrelation concept, but the FFT uses a faster method to detect the 

autocorrelation function coefficients. These algorithms are the immediate result of the need 

to have a SW (code) that can fully analyze the 12-lead ECG and at the same time allow for 

parallelization to run over an MPSoC. Hence, to solve the problems of already in-use (but 

unsatisfactory) algorithms, we had to compare our 2 novel algorithms with the most widely 

used algorithm in the market, namely the Pan Tompkins algorithm. The Pan Tompkins 

only detects the R peak and QRS complex of the ECG signal. Hence the Pan Tompkins 

doesn’t allow full analysis of the ECG-lead. In addition, the Pan Tompkins was designed 

originally to be simple in order to fit the computing at the early 1980’s (when it was 

developed). Hence, it was made to run on the Z80 (Zilog) or the NSC800 (National 

Semiconductor) microprocessor. However, the Pan Tompkins algorithm may fail to give 

correct results for the application layer since the human factor plays a role in the choice of 

the initial values wherefrom the algorithm starts.  
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On the other hand, in our algorithms, instead of looking for the R-peaks and then 

detecting the period, we thought of detecting the period first (via autocorrelation) and then 

looking for the peaks. For the calculation of the period, we use the autocorrelation function 

in (20). 

By autocorrelation, we derive the period without looking for peaks. Then, we accurately 

find peaks in a time window equal to the period. However, this comes at a higher 

computational complexity (1.75 Million Multiplications in our implementation). For the 

heartbeat period, we need at least 3.5-4 seconds of ECG data chunk in order for the 

autocorrelation function to give accurate results. We tested the algorithms against the MIT-

BIH database and the success was 100%. Both, the FFT and ACF based algorithms share 

the advantage of full signal analysis (all peaks) over the Pan Tompkins, i.e. discovery of 

more diseases. In addition, the ACF has the advantage of having clear autocorrelation 

peaks, i.e. eliminating confusing peaks and thus period-detection-errors. In other words, 

after comparing these two new algorithms with the most widely used algorithm (Pan 

Tompkins), we compare our two algorithms with each other. The algorithm that proved to 

best serve the biomedical and SW layers was the ACF-based ECG-analysis algorithm. 

Therefore, all the SW that was optimized for our HW was for the ACF-based algorithm, 

which consumes a huge number of computations. 

We also present general interoperability protocols for inter-NoC communications. These 

interoperability protocols address the problem of the need of more than one multicore chip 

for some applications. In particular we discuss the NoC discovery algorithms and the 

External NoC Protocol for inter-NoC communications. These protocols allow for fitting 

the multicore chip in a larger network as discussed in chapter 3. Hence, this is a step 

forward on the roadmap to reach a global solution. 

7.2. Summary 

To sum up the above discussion, we focus on the five following points: 

1. Methodology 

In comparison to the available solutions, when our proposed methodology is used, it will 

result in a solution that uses a single chip with higher computational capabilities, low 

power consumption, smaller volume (compared to using 12 chips connected on the human 
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body), lower cost, higher analysis speed, finer granularity of results, more flexibility in 

integrating higher order solutions (future 15 lead) by installing a new SW on a similar HW, 

mobility, and last but not least on the application (medical) layer the solution allows for 

more accurate readings by the doctor/nurse. Hence our solution allows for more accurate 

disease diagnosis in less time. A note worth mentioning is that in such applications, time is 

a crucial parameter. With our proposed methodology, the resulting solutions will enable 

the medical team to prescribe the right treatment at the right time. Moreover, the 

methodology we present aids in: application analysis, algorithm partitioning design, SW 

designs, HW architecture design, performance analysis, tradeoffs, and tuning. 

 

2. Real-time Nomadic ECG Analysis Challenges 

We look at the challenging biomedical application of the 12-lead ECG, with different 

frequencies in the range of KHz, and we create robust algorithms that can fit the SW 

parallelization, HW bottlenecks (computation and communication), and real-time 

diagnosis. 

 

3. Autocorrelation-Based Algorithm as a Promising Alternative to Traditional Techniques 

We also show how the ACF can serve as a better solution than the traditional technique, 

especially for full analysis. In order to achieve a full solution and system that can serve our 

main goal, an MPSoC is required to handle the increased computational requirements. 

 

4. HW-SW Platform Exploration 

In the design space exploration, we see how VLIW DSPs are more energy efficient than 

RISC cores, how the Bus-based interconnect limits rate to 2.2 KHz sampling frequency in 

the shared bus case, and how the VLIW core becomes the bottleneck at the 4 KHz 

sampling frequency. 

All in all, we demonstrate a practical case, which has an impact on a medical application 

with a large potential market. We show how MPSoC supports this solution. This work 

proposes an application-specific design methodology for the ECG domain, which 
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envisions full system modeling accuracy, high HW/SW parallelism exploitation, and 

computation vs. communication parallelism. In addition, this thesis illustrates the potential 

advantages that MPSoC technology can bring to real-time ECG analysis, which can be 

summarized in the following three points: (i) larger time margin to run diagnosis 

algorithms, (ii) energy efficiency, (iii) and improved scalability to challenging higher 

sampling frequencies and to more accurate ECG analysis algorithms. Finally, regarding 

practical case studies, the thesis shows the advantages of deploying more computation-

demanding analysis algorithms for higher quality of ECG analysis. 
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Chapter 8  

Open Issues & Future Work 

  "Progress lies not in enhancing what is, but in advancing toward what will be." 

Francis Bacon (1561 – 1626 A.D.)  

 

This chapter lists open issues in the presented research and thus suggests future 

work. We discuss the research points that have been left without investigation, 

and then look at the open issues to suggest specific future tasks of research. 

 

In this thesis, some issues remain open regarding the cost of the final system and the area. 

Finding the ultimate exact thresholds require more testing on real patient data. Although 

we left this issue open, we have made this part easier by automating the analysis, 

validation algorithm, and implementation code. 

Another open issue is the set of tests to be made for the use of other threshold techniques 

like using wavelet theory, which is briefly introduced in Appendix 3. These tests can show 

the effectiveness of the wavelet theory in choosing thresholds for peak detection. 

From the open issues and more reflection, we suggest some future work for investigation 

in what follows: 

• HW implementation of the Filter in two stages: analogue and digital 

• Exploring DVFS & power management 

• Designing of a module for the Co-simulation phase that aides the methodology in 

giving results about the chip area 

• Developing a module that can aid in knowing the cost based on the business and 

industrial-economic models and work available, and this can be a combination of 

multidisciplinary group. It may be a good application for a larger project that helps the 

methodology gain more dimensions 

• Fabricating and running the code on a real MPSoC 

• Running accurate power consumption tests 
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• Designing and fabricating a t-shirt with the sensors, leads, and prototype chip to try 

the real system as this may show new real implementation problems to solve 

• Testing with a wireless technology like WLAN together with 3G, DVB, and others to 

transmit the medical results from the biochip in a real environment to check for the 

final solution 

• Applying a general method based on the referred patent [84][85] in order to design 

future multicore chips up to the required specifications in performance in the 

minimum time 

• Using a common set of metrics for benchmarking the hardware design based on the 

patents [84][85] 

• Investigating the future issue of 3D on-chip networks [86][89] since 3D 

microelectronics are becoming more of a reality. 
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Appendices 

“The value of an idea lies in the using of it." 

Thomas A. Edison (1847 – 1931 A.D.) 

 

Appendix 1  

Autocorrelation Function and Its Properties 

To understand autocorrelation, one can think of convolution. Convolution is an integral 

that expresses the amount of overlap of one function g as it is shifted over another function 

f. It therefore "blends" one function with another. The convolution is sometimes also 

known by folding. 

The convolution of f and g is written as: f*g. It is defined as the integration of the product 

of two functions after one of them is reversed and shifted as shown in (A1-1). 

 

( ) ( ) ( )*
b

a
f g t f g t dτ τ τ= −∫

 
(A1-1) 

 

The integration range depends on the domain on which the functions are defined. The 

values, a and b, can tend to infinity. In case of a finite range, f and g are often considered 

to extend periodically in both directions, so that the term g(t-τ) does not imply a range 

violation. This use of periodic domains is sometimes called a cyclic, circular or periodic 

convolution. Extensions with zeros are also possible. Using zero-extended or infinite 

domains is sometimes called linear convolution, especially in the discrete case below, 

which is of interest to this thesis. 

 

Discrete convolution 

For discrete functions, one uses the discrete version of the convolution, as shown in (A1-

2). 
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( ) ( ) ( )*
n

f g m f n g m n= −∑  (A1-2) 

 

When multiplying two polynomials, the coefficients of the product are given by the 

convolution of the original coefficient sequences. 

By generalizing the above cases, the convolution can be defined for any two integral 

functions defined on a locally compact topological group. Evaluating discrete convolutions 

using the above formula applied directly takes O(N2) arithmetic operations for N points, 

but this can be reduced to O[N.log(N)] using a variety of fast algorithms. 

 

Equation (A1-3) shows the Autocorrelation function is a convolution of two functions. 

[ ] [ ] [ ]
n

y

n

R k y n y n k
=+∞

=−∞
= −∑  

(A1-3) 

 

Properties of Autocorrelation function 

1. A fundamental property of the autocorrelation is symmetry, R(i) = R(−i), 

which is easy to prove from the definition. In the continuous case, the 

autocorrelation is an even function as shown in (A1-4) and (A1-5) 

( ) ( )
f f

R Rτ τ− =  (A1-4) 

 
when f is a real function, and an Hermitian function 

( ) ( )*
f f

R Rτ τ− =  (A1-5) 

 
when f is a complex function. 



Appendices  

 

151 

2. The continuous autocorrelation function reaches its peak at the origin, 

where it takes a real value, i.e. for any delay τ, as shown in (A1-6). 

( ) ( )0
f f

R Rτ ≤  (A1-6) 

 
This is a consequence of the Cauchy-Schwarz inequality. The same result 

holds in the discrete case. 

3. The autocorrelation of a periodic function is, itself, periodic with the very 

same period. 

4. The autocorrelation of the sum of two completely uncorrelated functions (the 

cross-correlation is zero for all τ) is the sum of the autocorrelations of 

eachfunction separately. 

5. Since autocorrelation is a specific type of cross-correlation, it maintains all 

the properties of cross-correlation. 

6. The autocorrelation of a white noise signal will have a strong peak at τ = 0 

and will be close to zero for all other τ values. This shows that a sampled 

instance of a white noise signal is not statistically correlated to a sample 

instance of the same white noise signal at another time. 

7. The Wiener-Khinchin theorem relates the autocorrelation function to the 

power spectral density via the Fourier transform as shown in (A1-7) and (A1-

8): 

( ) ( )

( ) ( )

2

2

j f

j f

R S f e df

S f R e d

τ

τ

τ

τ τ

+∞ Π

−∞
+∞ − Π

−∞

=

=

∫

∫
 

(A1-7) 

(A1-8) 
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Appendix 2  

Detailed Description of the FFT-Based Algorithm 

 

The FFT-based algorithm still uses the autocorrelation concept after it proved being 

efficient in terms of percentage of error, but we used a different approach to calculate it 

based on a mathematical property. 

This different approach relies on the calculation of the Fast Fourier Transform of the signal 

(FFT), or the FFT of the derivative of the signal. The ACF is expressed by (A2-1). 

 

[ ] [ ] [ ]x
n

R k x n x n k
+∞

=−∞
= +∑  (A2-1) 

 

and this expression can be seen as a convolution as shown in (A2-2). 

 

[ ] [ ] [ ]*xR k x k x n k= −  (A2-2) 

 

Taking the above equation into the Fourier domain we (A2-3).  

 

[ ]{ } [ ] [ ]{ } [ ] [ ] [ ]2*xDFT k DFT x k x N k X k X N k X kR = − = − =  (A2-3) 

 

Hence to get the autocorrelation function we take the FFT of the signal X[k] (we use the 

FFT to calculate the DFT), then square it and take the inverse FFT (IFFT) to get the ACF 

function. This method will yield a big reduction in the running time and complexity. The 

logic of the code proceeds as follows:  
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First we note that we will be using the radix-2 FFT, and hence we need to zero-pad the 

input data samples to the nearest power of 2 to be able to use the butterfly model for the 

FFT.  

Going to the details of the code, we perform first the bit reversal function responsible to 

give us the right mapping from the original indices to the FFT indices and we store the 

reordered result in a new array. Then we manipulate in a ‘For’ loop the operations of the 

butterfly, i.e. multiplications and additions along with the necessary twiddle factors to get 

the FFT data, where we will need 2 arrays to store the real and imaginary parts of the 

resulting FFT.  

After getting the complex FFT value we need to take the square of it and then perform the 

IFFT to get the ACF data. The square of a complex number of the form a+bi is a2+b
2, so 

we square the data in both arrays containing the FFT real and imaginary parts. Then we 

use the inverse path in the butterfly, adjusting the operations order and the multiplication 

by the right twiddle factors to get the IFFT. We perform bit-reversal on this array to get the 

right indexing for the resulting IFFT which will be the ACF data in the same time.  

One feature of this algorithm is that calculations are performed on place, i.e. we use the 

same array for the input as well as the output, and this is a property of the butterfly map 

that will have also a big influence on the use of memory for the algorithm (reduced 

memory usage). 

Looking at the results we get, we can see that the real part is equal to the ACF data if we 

calculate using its direct formula and that the imaginary part is 0 for all the entries. 

After that, we take the array containing the real numbers and perform detection on it as 

mentioned in the description of the ACF-based algorithm. 

The code also contains logic to determine all the R, P, and T peaks and this is done by 

going over the original signal and using appropriate thresholds to detect candidate peaks. 

After implementing the algorithm in C, we plot the autocorrelation results as shown in 

Figure 27. To verify the validity of our results we plotted and compared the autocorrelation 

data from both: the direct calculation method and the FFT method for different patients 

with different diseases from the MIT-BIH database. A sample from the comparisons 

results is shown in Figure 47 below. 
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In this particular case, we can see from the 2 plots in Figure 47  that we have 2 peaks we 

can detect using an adequate thresholds, and in the case of FFT, the thresholds are more 

difficult due to the proximity of a first noise peak to the threshold. For each plot we can 

see that we have approximately equal periods between the detected peaks (1.04 ≈ 1.08 for 

both) and we have the same periods for the same intervals for the plots (1.04 for the first 

interval and 1.08 for the second). 

Performing this same operation on different cases, we deduced that the peaks resulting 

from the FFT method yielded same results (same period) as with the direct method to 

calculate the ACF, but the second peaks for the FFT method were lower in amplitude 

relative to the maximum at the origin than those for the ACF-based method. Therefore we 

will require more accurate and harder thresholds for the FFT case. 

After verifying the correctness of our results, we went to a complexity analysis study to 

evaluate the performance of this new algorithm and its advantages over the old algorithm. 

We studied the effect of the input data on the number of multiplications and additions as 

well as the effect of the augmentation of the input data on the number of these arithmetic 

operations, and the results were very satisfactory in terms of computation complexity.  

We show the comparison between the direct ACF-based method and the FFT-based 

method in terms of the number of multiplications in Figure 30. 
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Figure 47. Comparison between the ACF-based algorithm and the FFT-based algorithm. 

 

Time 

Time 
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Appendix 3  

Wavelet Overview 

 

The wavelets are mathematical functions that are used to cut up a certain signal or function 

into different frequency components, and then study each component with the required 

resolution. There are some other mathematical methods that are widely used to this 

functionality, one of which is the famous Fourier Transform. However, the wavelet 

analysis has proven its advantages over the Fourier Transform, when it comes to analyzing 

signals that contain discontinuities and sharp spikes, and also in situations, where multi-

resolution signal analysis is required both: in time and frequency domains. 

The fundamental ideas behind wavelet analysis are to analyze the signal according to 

scale, and use a new set of basis functions called the analyzing wavelets, as will be 

discussed below. 

 

Comparison with Fourier Analysis 

The Fourier Transform is a famous and widely used technique used to analyze the 

frequency content of a whole signal. In other words, it breaks down the signal into a set of 

sinusoids of different frequencies and of different amplitudes. 

The Fourier Transform comes in handy when the analysis of the frequency content of the 

whole signal is required; however, this method has a major drawback: when transforming 

into frequency domain, all time information about the signal is lost. In other words, one 

can not tell when a particular event (of a specific frequency) happened at a specified time. 

To mitigate this deficiency, the Short-Time Fourier Transform (STFT) was developed. The 

main idea is that several windows that span the whole signal are applied, and then Fourier 

transform is applied to each of these windowed signal slices. The end result is a two-

dimensional function of time and frequency. So, the STFT provides a compromise 

between time-view and frequency-view of the signal. However, this still has a drawback of 
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having the window size fixed, in addition to the disadvantage carried out from the 

Fourier Transform that appears at sharp edges and discontinuities of the signal. 

Here, the Wavelet analysis can form a next logical step, where a variable window size is 

used according the level of resolution required.  

The similarities and differences between the Fourier analysis and Wavelet analysis are 

summarized below: 

 

Similarities: 

• Both techniques are linear mathematical operations that, when applied to a signal, and 

they result in a set of coefficients that can be used to recover the original signal if 

applied properly. 

• Both of these techniques map the signal using a set of basis functions; however there 

is a major difference in the type of basis functions used. 

• In both techniques, the basis functions are localized in frequency, meaning that they 

can be used to detect the signal content at a specified frequency. 

 

Differences: 

• The most interesting difference is the difference in the basis functions used to analyze 

the signal and their localization is space or compactness. Fourier analysis uses sine 

and cosine functions, which are not limited or localized in time. On the other hand, 

wavelet analysis uses an infinite set of possible wavelet functions that can be chosen 

depending on the desired application. The beauty is that these wavelet functions are 

localized in space, or compact. 

• Another difference is that the window size used in the analysis is fixed in the Fourier 

analysis or the STFT, while it is variable in wavelet analysis. 

• Wavelet analysis proves its efficiency when the signal has discontinuities and sharp 

edges, while Fourier analysis fails. 
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The variation of the window size depends on the level of detail of the frequency analysis. 

For example, in order to determine high-resolution or detailed frequency analysis, a small 

window with a compressed wavelet (i.e. low scale) is used to detect the rapidly changing 

details. The opposite is true: a high scale stretched wavelet (bigger window) is used to 

detect slow changing features and low frequency localized contents. 

 

What is a Wavelet? 

A wavelet is a function that has to satisfy certain mathematical properties and conditions. 

Wavelets are used as the basis functions of the wavelet transform. They compromise an 

infinite set and different wavelet families which differ in how compact, localized in space 

and frequency, and smooth they are. Each wavelet family has its advantages and 

disadvantages which specify how they can be applied into applications. 

Each wavelet family has a prototype wavelet function that is called the analyzing wavelet 

or the mother wavelet. Daughter wavelets are derived from the mother wavelet by scaling 

and shifting operations. 

Sample wavelet functions with their corresponding names are shown in Figure 48. 

 

Figure 48. Example of wavelet functions 
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The scaling compresses or expands the wavelet in time, and shifting moves the wavelet 

in time. Compression of the wavelet defines the window size and thus the frequency 

resolution, and the shifting provides the analysis of the signal at different intervals. 

The Discrete Wavelet transform (DWT) is the tool that is used to apply wavelet analysis to 

the signal under study. In the DWT, the scales and shifts are done based on powers of two, 

or what is called dyadic scales and positions. This proved to be very much efficient in 

processing. 

The DWT is computed in five simple steps: 

1. Choose a wavelet according to the desired application, and start comparing it to 

the first section of the original signal. 

2. Compare results in a number that represents the level of correlation of the wavelet 

with the chosen section of the signal. It can be considered as the correlation level. 

3. Shift the wavelet to the next slice of the signal and find the correlation coefficient, 

and repeat these steps until the whole signal is covered by the wavelet with the 

specified scale. 

4. Scale the wavelet, and repeat the aforementioned steps: find the correlation of this 

scaled wavelets with different positions of the signal until the entire signal is 

covered. 

5. Repeat the steps from 1 to 4 for all the scaled wavelets. 

 

These steps result in a matrix or a function of scale and position that can be plotted in three 

dimensions, where the first and second dimension are the scale and position, and the third 

dimension is the level of correlation with the considered wavelet. The resulting 3D plot is 

called the scalogram. 

 

Very Brief Mathematical Summary 

Equation (A3-1) describes how the STFT is computed. 

( ) ( ) ( ), jwtS u w f t g t u e dt
+∞ −

−∞
= −∫  (A3-1) 
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where f(t) is the signal under study, g(t) is the window function used to slice the signal and 

apply the Fourier Transform, u is the time shift of the window, and w is the frequency 

under study. 

The resulting matrix S is the STFT, which is a function of time shift and frequency. Note 

here that the choice of the window function g affects the values of the STFT, and that the 

window size stays constant for all intervals and time shifts.  

The wavelet transform is computed using the (A3-2). 

( ) ( ) ( )*1
,

t u
W u s f t dt

s s
ψ

+∞

−∞

−
= ∫  

 

(A3-2) 

where ψ is the mother wavelet function and s is the scale value that is used to scale the 

wavelet function. The resulting matrix W is a function of time shifts and scales. Note here 

that the window size specified by the wavelet function is changing for each scale value.  
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Appendix 4  

The Definition of “Methodology”  

By the Merriam Webster online dictionary 

www.webster.com 

 

Methodology: 

1: a body of methods, rules, and postulates employed by a discipline: a particular 

procedure or set of procedures  

 

2: the analysis of the principles or procedures of inquiry in a particular field  

 

 

A Method is: 

1: a procedure or process for attaining an object: as a (1): a systematic procedure, 

technique, or mode of inquiry employed by or proper to a particular discipline or art (2): a 

systematic plan followed in presenting material for instruction b (1): a way, technique, or 

process of or for doing something (2): a body of skills or techniques 

 

2: a discipline that deals with the principles and techniques of scientific inquiry 

 

3-a: orderly arrangement, development, or classification: plan b: the habitual practice of 

orderliness and regularity 

 

4: capitalized: a dramatic technique by which an actor seeks to gain complete 

identification with the inner personality of the character being portrayed. 

 

 


