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Abstract 
 

We propose a power model for the Nostrum NoC. 
For this purpose an empirical power model of links 
and switches has been formulated and validated with 
the Synopsys Power Compiler. The model, which from 
now on will be called Nos-HPM (Nostrum High-Level 
Power Model) allows a fast power analysis and is 
accurate within 5%. System simulations with Nos-HPM 
run up to 500 times faster than with Power Compiler 
for a 4 x 4 network. We find a maximum power con-
sumption of 0.7 W for a 4 x 4 mesh and 3.5 W for an 8 
x 8 mesh, both implemented in 0.18µm UPC CMOS 
technology. In the worst case the average energy per 
cycle for a 128-bit packet is 508 pJ, while it is 20 pJ 
for a payload byte. The power consumption of all the 
links is equivalent or slightly higher than the power 
consumption of all the switches. A comparison between 
our results and some related work is also presented. 
 
 
1.  Introduction 
 

As speed and complexity of integrated circuits keep 
growing, new solutions need to be found to satisfy 
time-to-market constraints and get stable improve-
ments in system performance. Next generation systems 
based on deep submicron technology must be based on 
platform reusability and high performance communica-
tion backbones. 

In the latest years many researchers and developers 
have been trying to address such issues proposing the 
Network-on-Chip (NoC) concept as an evolution of the 
more conventional System-on-Chip (SoC) architecture 
[1], [2]. 

The present article aims at presenting a concrete 
analysis on power and energy consumption in Nos-
trum, which implements the NoC concept proposed at 
KTH [3]. A power model is therefore implemented, 
combining reasonable accuracy and computation 

speed. This allows a high level analysis of the system 
at an acceptable simulation time. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Nostrum NoC backbone 
 
2.  The Nostrum backbone 
 

Nostrum has been conceived as a regular packet-
switched network, implementing different conceptual 
layers according to the OSI model [4]. The topology 
chosen is an M x N-mesh, as shown in Figure 1, where 
each hot-potato switch is connected to one resource, 
through a Resource Network Interface (RNI), and to 
other four switches, through 128-bit-wide links. The 
choice of a deflective routing algorithm aims at keep-
ing its area small and its power consumption low due 
to the absence of internal buffer queues. Together with 
the control unit, five multiplexers represent the core of 
a switch architecture in Nostrum. Being Nostrum a 
packet-switched NoC, Packet Data Units (PDUs) rep-
resent the means through which information is ex-
changed among the IP blocks in the network. A PDU is 
a 128-bit vector composed of several fields, according 
to the pattern shown in Figure 2. More detailed infor-
mation on the VHDL model of Nostrum can be found 
in [3]. The distinction between the fields belonging to 
the header (VC, DA, SA, E, HC) and the field of the 
payload (PL) has shown to be relevant when dealing 
with power analyses. 



 
Figure 2.  PDU bit vector in Nostrum (VC: Vir-
tual Circuit, DA: Destination Address, SA: 
Source Address, E: Empty bit, HC: Hop 
Counter, PL: PayLoad) 
 
3.  Link power model 
 

Switches, Resource Network Interfaces (RNI) and 
Interconnection Links represent the elements mainly 
responsible for power consumption in a NoC [5]. In the 
present article though, the contribution given by the 
RNI will be neglected. The mathematical model used 
to study the power consumption behavior is reported in 
literature as the so called Bit Energy approach [5]. 
According to it, power is proportional to the switching 
activity (or switching probability) of the bits delivered 
into the network.  

Our power model for the links is implemented by 
following the considerations in [6] and [7]. Each link 
in Nostrum is composed of 128 wires, connecting two 
neighboring switches (one link for each direction). We 
assume that no coupling capacitance exists between 
two adjacent wires, due to shielding. As a conse-
quence, only the capacitance between a wire and 
ground is considered. The general relation used to 
model the power for a single wire is the following: 
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where α is the switching activity of the wire (0 ≤ α ≤ 
1), Cwire is its capacitance, VDD is the supply voltage, f 
is the network frequency. The numerical value for Cwire 
has been calculated from [6] and considered reliable 
for our NoC features and technology. The resulting 
capacitance for a wire is Cwire = 1.4 pF. The total link 
power for the entire NoC becomes therefore: 
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with M and N the number of links and of wires per link 
respectively. 
 
4.  Switch power analysis 
 

Concerning power consumption inside a switch, 
three main elements can be distinguished which give a 
significant contribution: internal modules, such as 

control units and multiplexers, internal interconnection 
wires, internal buffer queues. In the specific case no 
buffer queues are present. Since we aim at finding an 
empirical function that reports reliable power informa-
tion for any possible combination of inputs, a deep 
analysis of the switch behavior is required.  

The basic idea is to measure power consumption 
under a series of different input data patterns and, from 
the obtained results, elaborate a generally valid power 
model. We have used Synopsys Power Compiler [8] to 
measure the power consumption. The chosen technol-
ogy library is 0.18 µm and the supply voltage is 1.8 V. 
In the analysis a few simplifications have been made: 
power has always been studied as depending on the 
contribution given by the clock signal and the five 128-
bit input data vectors. Other input ports are present in 
the VHDL model of the switch, yet their value has 
permanently been set to 0, since their contribution to 
the power is considered negligible. Furthermore, even 
if we are dealing with 128-bit vectors, the bit corre-
sponding to the VC is permanently set to 0, since the 
virtual circuit option has not been implemented in the 
switch under study. Therefore only the remaining 127 
bits are being part of the analysis. The leakage power 
estimated for a switch unit is around 726 nW, value 
that is several orders of magnitude lower than the dy-
namic power. For this reason, leakage power has not 
been considered in the rest of the analysis. 
 
4.1 variable inputs 
 

Dynamic inputs represent the most interesting con-
dition of analysis. To test this condition, provided a 
clock signal @ 100 MHz, all the input data bits have 
initially been set to a static condition. A series of simu-
lations have been conducted by adding progressively 
one switching bit, until all the bits were switching. The 
results obtained with 0 and all 635 bits switching are 
7.55 mW and 48.30 mW, respectively. Several differ-
ent sequences of inputs have been tested, in order to 
get in the end a more reliable model. From the results, 
two important conclusions can be drawn: (a) Different 
static initial conditions affect differently the dynamic 
power; this behavior can be explained by the presence 
of a small amount of sequential logic in the switch 
architecture, which triggers different internal transi-
tions depending on the static values 0 and 1 present on 
the data inputs. (b) The position of each bit inside the 
data vector has a tight relation with its contribution to 
the overall power. In particular, bits belonging to the 
header affect the power much more than those belong-
ing to the payload because of the different amount of 
logic and circuitry associated to each single input bit. 
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5.  Power model deduction and validation 
 

Starting from the analysis performed with Power 
Compiler, an empirical function has been implemented 
with the purpose of modeling the switch behavior for 
any kind of input pattern. The relation found takes into 
account the considerations presented above and looks 
as follows: 
 

 
where the different elements have the following mean-
ing: 

• min_pow: reference power, calculated for 
static input data vectors and depending only 
on the clock signal. Its value is 7.55 mW 

• tr_pl, tr_hc, tr_e, tr_sa, tr_da: number of total 
switching bits in the respective fields 

• pl0, hc0, e0, sa0, da0: contribution per bit ac-
cording to the field it belongs to, supposing all 
the static bits set to 0 

• pl10, hc10, e10, sa10, da10: difference be-
tween the bit contribution calculated suppos-
ing all the static bits set to 1 and the bit con-
tribution calculated supposing all the static 
bits set to 0 

• s1: number of static 1 
• s_tot: total number of static bits. When s_tot = 

0 the expression does not apply and the power 
of 48.3 mW is assigned to the switch auto-
matically 

 
To test the effectiveness of our formula, a set of 

simulations has been performed and power has been 
estimated both by using the formula and Power Com-
piler. The results show that Nos-HPM tends to underes-
timate the actual power found by Synopsys. The expla-
nation is that power depends on the distribution of 
dynamic bits over the 5 inputs. For our switch power 
analysis, the bit vectors have always been filled with 
dynamic bits in an ordered sequence: bit after bit, and 
input after input. In a real simulation environment 
instead, the distribution of dynamic bits is much more 
random. It seems therefore that, given the same amount 
of bits switching, power consumption is higher if these 
bits are randomly spread over all the inputs than if they 
are stored sequentially in the same input. To solve this 
problem, a corrective function has been introduced, 

which is simply added to the original one. It has been 
derived empirically: 

 

 
The factor rand has the purpose to vary the effect of 
the corrective function according to how much the 
switching bits are spread over the 5 inputs: the more 
they are spread, the higher rand is. Its value is limited 
between 0 and 1.  

Figure 3 shows a comparison between calculations 
made with Power Compiler and with our new formula. 
The two functions plotted look quite similar to each 
other. In fact there is a slight difference in the initial 
phase of the simulation, where our function seems to 
overestimate the actual power value. However, when 
the network has reached a steady state, this difference 
almost disappears. In the whole simulation an average 
difference of +3.6% for our function has been calcu-
lated, mainly due to the initial part. Sporadic peaks of 
+40% and -35% are present, but they do not affect the 
global behavior of Nos-HPM. 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 3. Synopsys vs. Nos-HPM 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Synopsys vs. Nos-HPM (zoom) 
 

Figure 4 reports a closer view of the two functions. 
From that, it is also possible to notice that their trend is 
very similar. Further simulations, with different envi-
ronmental parameters, have been made, to validate the 
switch power model. The results have confirmed its 
reliability, being the average difference with respect to 
Power Compiler within 5%. 
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6. Power estimations in Nostrum and re-
lated work 
 

Using Nos-HPM, a high number of simulations has 
been run, and the most significant results are here re-
ported. Different network sizes have been tested, from 
4 x 4 up to 8 x 8. Uniform random traffic has been 
assumed, with all the resources emitting one packet 
each simulation cycle. 100-cycle simulations have been 
run. Table 1 and 2 show a list of results, obtained as-
suming a payload (PL) that contains randomly gener-
ated values. 
 

Table 1. NoC power (f = 100 MHz) 

 
 
 

Table 2. Packet power (f = 100 MHz) 

 
 

The results show an average switch power around 
24 mW and an average link power around 6.7 mW. 
Note the strong impact that links have in affecting the 
overall power. The ratio Link Power / Switch Power is 
even higher than 1. Simulations have been run also 
with constant payload, giving power savings up to 17% 
for the switches and 73% for the links. Such percent-
ages confirm the low impact of payload on the total 
switch power consumption. 

Se-Joong Lee et al. in [9] analyzed area and energy 
performance for three different NoCs, discussing archi-
tectural decisions, approaches and solutions. Concrete 
area and energy figures are also reported for the build-
ing blocks used, implemented in 0.18 µm technology. 
A uniformly distributed network traffic is assumed, 
with all resources transferring 80-bit packets at the 
same rate. Typical energy values for an 80-bit 1-mm 
metal link suggest 47.8 pJ, against an average of 67.4 
pJ for our 128-bit 4-mm link in case of random pay-
load. The maximum theoretical value for the link en-
ergy in Nostrum is 290.3 pJ (with α = 1). Therefore, the 
average value indicates an experimental switching 
activity α around 0.23. In the same way, energy results 

for an 80-bit 1 x 1 switch in [9] are reported, and quan-
tified to 36.16 pJ. For a 128-bit 1 x 1 switch in Nos-
trum, an average value of (236 / 5) = 47.2 pJ is meas-
ured, which is around 1.3 times higher. However, it 
should be observed that the packet size we are dealing 
with in Nostrum is 1/3 higher, and that we do not know 
the value of switching activity related to the simula-
tions in [9]. 
 
7.  Conclusion 
 

We have presented a study on power consumption 
in Nostrum based on a power model for links and 
switches. Nos-HPM has been validated with Synopsys 
Power Compiler and has then been integrated in the 
Nostrum SystemC based simulator. The accuracy of 
Nos-HPM and its insignificant simulation overhead 
allow fast simulations and various kinds of analysis. 
The experimental results show the strong impact that 
interconnection links have on the overall NoC power 
consumption with a ratio of switch power to link power 
around 1. The simulations show that the total power 
consumption of a 4 x 4 Nostrum network is approxi-
mately 0.7W and of a 8 x 8 network is around 3.5W in 
180nm UPC CMOS technology. 
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